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 Abstract 

The burgeoning landscape of digital information retrieval offers a unique window 
into the cognitive processes that underpin human decision-making. This study 
employs a mixed-methods corpus analysis of Google search queries to investigate 
how heuristic thinking informs users' language choices and query formulations. 
Drawing on quantitative linguistic analytics and qualitative thematic coding, the 
research explores the interplay between rapid, intuitive (System 1) and slower, 
deliberative (System 2) reasoning processes as conceptualized by Kahneman 
(2011) and Tversky and Kahneman (1974). Initial findings reveal discernible 
patterns in lexical selection and syntactic construction that correspond to 
documented cognitive biases, such as anchoring and availability. Through the 
integration of advanced corpus linguistics techniques (Biber, 1988) with 
psychological theory frameworks, the study illuminates how digital search behavior 
serves as a mirror for underlying cognitive heuristics. The implications of these 
findings extend to the design of more responsive and user-centered search 
algorithms, potentially enhancing digital interface usability and fostering 
adaptive human-computer interactions. Furthermore, the study contributes to the 
interdisciplinary dialogue between psycholinguistics and cognitive science, offering 
a novel perspective on how everyday digital practices can both reflect and inform 
our understanding of human cognition. 
The study uses a mixed-methods strategy to analyze Google as a technological and 
linguistic corpus. Through a combination of quantitative corpus linguistics 
methods and qualitative discourse analysis, the research probes Google's search 
algorithms, autocomplete suggestions, and keyword trends in order to find patterns 
in language use, bias, and information retrieval. The results show how Google's 
algorithms can shape user behavior, enforce particular linguistic patterns, and 
reproduce societal biases. The research contributes to the areas of computational 
linguistics, digital humanities, and information science by making a detailed 
account of Google as a dynamic, changing corpus. 
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INTRODUCTION
In the rapidly evolving digital landscape, search 
engines like Google have emerged as vast corpora of 
linguistic behavior, reflecting complex intersections of 
language use, cognition, and social dynamics. This 
study employs an extensive corpus analysis of Google 
search queries within a mixed-methods framework to 
explore how digital language patterns are shaped by 
underlying psychological processes. By integrating 
quantitative analyses of lexical frequencies and 
collocational trends with qualitative assessments of 
sentiment and cognitive inference, this research aims 
to uncover the psychological signatures that influence 
how users construct, modify, and interpret queries 
(Kahneman, 2011; Tversky & Kahneman, 1974). 
Corpus analysis has long been a cornerstone in 
applied linguistics for examining large-scale language 
data, revealing both overt and covert patterns in 
communicative behavior (Biber, 1988). Recent 
advancements in big data analytics, however, have 
allowed researchers to transcend traditional 
descriptive approaches and delve into the cognitive 
dimensions that inform digital search behavior. By 
examining the corpus of Google-generated content, 
the study not only maps linguistic trends over time but 
also elucidates the decision-making processes—ranging 
from intuitive, rapid responses to more deliberative 
inquiries—that are influenced by cognitive biases such 
as anchoring, framing, and availability heuristics 
(Kahneman, 2011). 
Integrating psychological theory—particularly the dual-
process model of cognition—into corpus analysis 
provides a nuanced perspective on how human 
thought processes govern information retrieval. 
System 1, characterized by fast, automatic, and affect-
laden processing, often underpins the spontaneous 
formation of search queries. In contrast, System 2, 
with its slower, more analytical reasoning, influences 
users’ abilities to refine and contextualize their 
searches when confronted with ambiguous or 
complex topics (Tversky & Kahneman, 1974). 
Moreover, this interdisciplinary approach 
acknowledges the role of cognitive load and 
attentional mechanisms in shaping search behavior, 
suggesting that the structure and content of queries 
may serve as indicators of underlying psychological 
states. 

Through a comprehensive mixed-methods strategy, 
this study seeks to bridge the gap between linguistic 
data and cognitive theory, offering both theoretical 
insights and practical implications for enhancing user-
centered search algorithms and digital interface 
design. The analysis aims to contribute to the broader 
fields of psycholinguistics and human-computer 
interaction by illustrating how the interplay between 
linguistic expression and cognitive processes can 
inform the development of more responsive and 
adaptive digital tools. 
 
1.1 Background and Rationale 
Google has transcended the simple search engine to 
become a large, dynamic linguistic corpus that handles 
more than 8.5 billion searches per day, placing it 
among the biggest real-time databases of human 
language available (Statista, 2023). In contrast to 
conventional static corpora, e.g., historic text 
databases or compiled literary corpora, Google's 
search results are constantly being updated, 
algorithmically filtered, and highly interactive, 
providing previously unimaginable information about 
how people communicate, seek information, and 
modify their language in response to digital cues. This 
distinguishing feature makes Google a priceless asset 
for sociocultural and linguistic analysis, with patterns 
in usage, cultural patterns, and how algorithms 
influence the way humans think and communicate 
exposed. 
Analyzing Google as a corpus has value for several 
reasons. First, it gives an insight into the way language 
is affected by digital spaces. Facilities such as 
autocomplete and search suggestions actively steer 
users in the direction of particular phrasings while 
excluding others, thereby influencing public debate. 
For example, entering "Why is." may produce 
suggestions from scientific questions such as "Why is 
the sky blue?" to economic issues such as "Why is 
inflation so high?"—each a reflection of typical societal 
concerns. Second, Google's algorithms are important 
in reinforcing linguistic norms and biases. Studies 
have indicated that gendered autocomplete prompts, 
e.g., "Can women…" vs. "Can men…," tend to reflect 
and reinforce social stereotypes (Noble, 2018). Third, 
the ranking systems of the search engine favor some 
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kinds of content—usually from mainstream media or 
commercial sources—which in turn shapes public 
knowledge and opinion. For instance, research 
conducted in 2022 discovered that Google's first 
results for "climate change causes" heavily leaned 
towards science consensus; while differing opinions 
were pushed to the periphery (Lewandowsky et al., 
2022). Lastly, Google search data is also a cultural and 
temporal barometer, which saw immediate surges in 
searches such as "COVID symptoms" during 2020 
serving as linguistic indices of global catastrophes. 
While interest in digital linguistics has increased, 
current scholarship has not fully examined Google's 
dual status as both linguistic corpus and cultural 
artifact. While other research has explored 
autocomplete bias (Baker & Potts, 2013) or Google's 
dissemination of misinformation (Allcott & 
Gentzkow, 2017), few have used a mixed-methods 
design to examine systematically both quantitative 
patterns (e.g., frequencies of particular types of 
queries) and qualitative implications (e.g., user 
behavior impacted by algorithmic curation). This 
research attempts to fill that gap by analyzing Google 
as a hybrid corpus—one that both reflects and shapes 
language use. Through the integration of corpus 
linguistics and critical discourse analysis, this research 
attempts to unravel the processes whereby search 
engines facilitate human communication, perpetuate 
biases, and impact societal knowledge. 
The theoretical underpinning of this research draws 
on three central disciplines: sociolinguistics, which 
investigates how Google's corpus represents and 
reinforces societal norms; critical discourse analysis 
(CDA), which questions the power relations inherent 
in search algorithms; and computational linguistics, 
which uses automated text analysis to identify large-
scale linguistic trends. The results are relevant for a 
range of stakeholders, from linguists who want to 
know about the development of digital language to 
policymakers worried about algorithmic bias in public 
information infrastructures and tech firms that aim to 
create more moral search engines. Overall, the study 
highlights the importance of critically analyzing the 
unseen forces that determine our digital discourse and 
the wider implications for knowledge, power, and 
communication in the 21st century. 
 

1.2 Research Objectives 
1. To examine Google’s, autocomplete and 
search suggestions as a linguistic corpus. 
2. To determine biases and patterns in Google's 
algorithmic responses. 
3. To explore the correlation between search 
queries and societal trends. 
4. To evaluate the implications of Google's corpus 
on information retrieval and user behavior. 
 
1.3 Research Questions 
1. What linguistic patterns are derived from 
Google's autocomplete suggestions? 
2. How does Google's algorithm shape language 
use and access to information? 
3. What biases (gender, racial, political) are 
reflected in Google's search results? 
 
1.4 Overview of Methodology 
This research employs a mixed-methods approach: 
• Quantitative: Frequency analysis, 
keyword extraction, and statistical indicators. 
• Qualitative: Search results discourse 
analysis and thematic coding. 
 
2. Literature Review 
2.1 Background and Rationale 
Google has grown from being an ordinary search 
engine to an enormous, dynamic linguistic corpus 
processing more than 8.5 billion requests every day, 
which makes it one of the world's largest real- time data 
sets of human language (Statista, 2023). In contrast to 
conventional static corpora, such as historical text 
databases or assembled literary anthologies, Google's 
search data is dynamically updated, algorithmically 
filtered, and highly interactive, providing unparalleled 
insights into the ways in which people communicate, 
search for information, and reshape their language 
according to digital cues. This singular aspect makes 
Google a precious tool for sociocultural and linguistic 
analysis, unveiling patterns of language use, cultural 
trends, and the nuanced manner in which algorithms 
influence human thinking and expression. 
Google as a corpus is worthy of study for a number of 
reasons. For one, it offers a glimpse into how digital 
spaces shape language. Aspects such as autocomplete 
and search suggestions actively lead users to use 
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specific phrasings while excluding others, effectively 
influencing public discussion. For example, entering 
"Why is." may yield suggestions from scientific 
questions such as "Why is the sky blue?" to economic 
issues such as "Why is inflation so high?"—each 
representing typical societal concerns. Second, 
Google's algorithms are important in perpetuating 
linguistic norms and biases. Studies have 
demonstrated that gendered autocomplete responses 
like "Can women." and "Can men." tend to reflect and 
sustain social stereotypes (Noble, 2018). Third, 
ranking systems used by the search engine tend to give 
precedence to specific content—usually from major 
media or commercial sites—which subsequently 
shapes public opinion and knowledge. For instance, a 
2022 study demonstrated that Google's top result for 
"climate change causes" overwhelmingly represented 
scientific consensus and marginalized alternative 
perspectives (Lewandowsky et al., 2022). Lastly, 
Google's search results act as a barometer for temporal 
and cultural trends, and rapid increases in searches 
such as "COVID symptoms" in 2020 serve as linguistic 
signs of international crises. 
Despite growing interest in digital linguistics, existing 
research has yet to fully explore Google’s dual role as 
both a linguistic dataset and a cultural artifact. While 
existing research has considered autocomplete biases 
(Baker & Potts, 2013) or the role of Google in 
disseminating misinformation (Allcott & Gentzkow, 
2017), few have used a mixed-methods approach to 
rigorously examine both quantitative trends (e.g., 
frequency of particular types of queries) and qualitative 
implications (e.g., the influence of algorithmic 
curation on user behavior). This research attempts to 
fill that gap by conceptualizing Google as a hybrid 
corpus—one which not only represents language use 
but also 
actively influences it. By integrating corpus linguistics 
and critical discourse analysis, this research intends to 
reveal the processes by which search engines mediate 
human communication, perpetuate biases, and shape 
societal knowledge. 
The theoretical underpinning of this research is 
informed by three primary disciplines: 
sociolinguistics, which investigates how Google's 
corpus represents and reinforces societal norms; 
critical discourse analysis (CDA), which questions the 
power structures inherent in search algorithms; and 

computational linguistics, which uses automated text 
analysis to identify large- scale linguistic trends. The 
findings hold significance for multiple stakeholders, 
including linguists seeking to understand digital 
language evolution, policymakers concerned about 
algorithmic bias in public information systems, and 
technology companies aiming to design more ethical 
search engines. Ultimately, this research underscores 
the need to critically examine the hidden forces 
shaping our digital discourse and the broader 
implications for knowledge, power, and 
communication in the 21st century. 
 
2.2 Islamic Perspective of the Research 
The present research situates its inquiry within the 
expansive terrain of digital heuristics—analyzing 
Google search behavior—through a lens that 
harmonizes modern cognitive science with the rich 
tradition of Islamic epistemology. In Islamic thought, 
the acquisition of knowledge (ʿilm) is considered a 
sacred duty and a form of worship, wherein the 
pursuit of truth is both a rational endeavor and a 
spiritually uplifting practice (Rahman, 1982). This 
research, therefore, extends beyond the conventional 
dichotomy of fast, intuitive (System 1) and slow, 
deliberate (System 2) thinking (Kahneman, 2011; 
Tversky & Kahneman, 1974), proposing that ethical 
and spiritual dimensions are equally vital in 
understanding human cognition and digital 
behaviors. 
Central to the Islamic perspective is the notion that 
knowledge is integrally linked with moral and ethical 
conduct. Classical Islamic scholarship stressed that 
learning was not solely for individual advancement 
but for the betterment of society. Scholars like Ibn 
Sina and Al-Ghazali underscored that true 
understanding required both intellectual rigor and 
moral introspection, thereby nurturing a balanced 
cognitive approach that can neutralize potential biases 
inherent in rapid decision-making processes. This 
ideological framework encourages modern researchers 
to consider how digital search behaviors might 
reflect—or even amplify—cognitive biases, while also 
offering a pathway to recalibrate these tendencies 
through ethically informed design principles (Iqbal, 
2002). 
By integrating an Islamic epistemological framework, 
this research critiques the neutrality often ascribed to 
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digital tools, positioning search algorithms as 
potential mediators of ethical inquiry. It invites 
designers and scholars alike to ask how digital 
interfaces might be re-engineered to reflect values such 
as fairness, mindfulness, and communal well-being—
ideals that are deeply embedded in Islamic teachings. 
Such an approach suggests that digital heuristics can 
be more than mere reflections of cognitive shortcuts; 
they can serve as indicators of a deeper, culturally and 
spiritually nuanced engagement with information, 
where rapid responses are tempered by reflective, 
value-driven analysis. 
In sum, the incorporation of an Islamic perspective 
into the study of digital heuristics enriches our 
understanding of how culture, religion, and ethics 
intersect with cognitive processing in the digital age. 
It challenges researchers to consider that the design 
and deployment of digital technologies should not 
only be evaluated for their efficiency but also for their 
capacity to foster an ethically informed and spiritually 
aware digital ecosystem. 
 
3. Methodology 
3.1 Data Collection 
• Quantitative Data: 
The study obtained quantitative data using two main 
methods. First, 10,000 Google autocomplete 
suggestions were collected through Python scripts. 
This was to analyze the kind of search queries 
individuals are conducting and observe any trends or 
patterns in autocomplete suggestions. The second 
method involved the collection of the top 1,000 
search results of selected keywords, e.g., "climate 
change" and "immigration.". This data gathering 
prioritized analyzing search results content and 
features for designated topics, and therefore enabling 
study of the linkage between search inquiries and 
results along with the visibility of bias or 
misinformation in the search results. 
 
• Qualitative Data: 
Qualitative data were gathered by the research as well, 
in order to further understand more about the 
narrative of the search results and about the 
experiences of users. There was a manual analysis of 
search result stories, in which researchers looked 
closely at the content, tone, and wording of the search 
results. It was done in order to discern themes, bias, 

and trends in the stories being presented to users. 
Deep interviews were also done with 20 regular Google 
users to see their views and experiences with search 
engines. These interviews probed users' searching 
behaviors, how they understand the relevance and 
accuracy of search results, and how they judge online 
information. Interviews offered detailed contextual 
insights into users' behaviors toward interacting with 
search engines and making sense of search results, 
enabling researchers to learn common issues, 
opportunities, and points of improvement. Through 
integrating the qualitative data from narrative analysis 
and user interviews, the research developed a deeper 
insight into the intricate relationships among search 
engines, users, and online information. 
 
3.2 Analytical Tools 
The research used various software tools to process the 
gathered data. AntConc was used for corpus 
frequency analysis to study the frequency and 
distribution of words and phrases in the search result 
narratives. This facilitated researchers in finding 
patterns and trends in the usage of language, e.g., 
frequent keywords, phrases, and collocations. To 
harvest keywords from search result text, the Python 
programming language was utilized together with 
libraries such as NLTK (Natural Language Toolkit) 
and Pandas. These packages helped the researchers to 
preprocess text data, filter stop words, and implement 
algorithms for finding the most prominent keywords 
and phrases. For qualitative coding of interview 
responses, NVivo software was utilized to conduct 
thematic coding. This involved coding and classifying 
the interview transcripts systematically in order to 
extract recurring themes, patterns, and meanings. 
NVivo software was used to organize and analyze the 
qualitative data so that researchers could examine the 
complex and subtle experiences of Google users. By 
leveraging these software tools, the study was able to 
conduct a comprehensive and multi-faceted analysis 
of the data, combining quantitative and qualitative 
insights to gain a deeper understanding of the 
research topic. 
 
3.3 Ethical Considerations 
The study prioritized ethical considerations to ensure 
the responsible collection and analysis of data. To 
protect user privacy, search data was anonymized, 
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removing any personally identifiable information that 
could be linked to individual users. This approach 
enabled researchers to examine search queries and 
patterns without infringing on user privacy. In 
addition, the research was done in complete 
accordance with the General Data Protection 
Regulation (GDPR) and according to set ethical 
research principles. Researchers made efforts to 
ensure transparency, accountability, and participant 
consent where necessary. By maintaining high ethical 
standards, the study intended to advance knowledge 
while being sensitive to the privacy and rights of those 
whose data were being examined. Such a commitment 
to ethics ensured the integrity and legitimacy of the 
findings of the research. 
 
4. Quantitative Findings 
4.1 Frequency Analysis of Autocomplete 
Suggestions 
Frequency analysis of autocomplete suggestions 
showed interesting search patterns of the users. One 
of the key findings was the frequency of trigrams 
beginning with interrogative strings, most 
prominently "how to…" and "best way to…". Such 
trigrams imply that users habitually look for 
instructional or advisory material, very often for 
applied advice or a solution to an immediate problem. 
In addition, the study found evidence of gendered 
bias within autocomplete recommendations. 
Comparing "women should" and "men should" 
searches, the resulting suggestions provided unique 
and revealing contrasts. For example, searches 
beginning with "women should" may propose phrases 
concerning appearance, domesticity, or subservience, 
while searches beginning with "men should" may 
suggest phrases concerning strength, leadership, or 
authority. These differences point to the possibility of 
autocomplete algorithms to reinforce and perpetuate 
societal stereotypes and biases, shaping user search 
behavior and information exposure. By analyzing 
these trends, researchers can gain a better 
understanding of how search engines 
influence user interactions and where they can 
encourage more inclusive and equitable search 
experiences. 
 

4.2 Keyword Trends Over Time 
The keyword trend over time analysis uncovered 
dynamic changes in user search behavior closely linked 
to real-world events and societal issues. Significantly, 
political concepts like "election fraud" also saw high 
surges in search frequency during election years, 
pointing to increased public concern and interest in 
electoral matters. These trends imply that search 
engines are consulted by users in order to obtain 
information, clarify, and debate topical and 
controversial political matters. In addition, health-
related searches, including "COVID symptoms," had 
a high correlation with pandemic waves, with volume 
rising in line with increasing infection rates and public 
health concern. This correlation highlights the key 
role search engines have in providing health 
information and answering user questions in times of 
public health crisis. By analyzing keyword trends over 
time, researchers are able to detect patterns and 
anomalies in user search behavior, giving insight into 
the intricate interactions between online information 
seeking, societal issues, and offline events. Such 
insights can be used to enhance strategies for 
enhancing search engine relevance, accuracy, and 
responsiveness to user requirements. 
 
4.3 Sentiment Analysis of Search Results 
The search result sentiment analysis uncovered 
interesting trends in the emotional tone and language 
of online content. Politically charged queries, in 
particular, were dominated by negative sentiment, 
with search results frequently including language that 
was critical, confrontational, or divisive. This 
dominance of negative sentiment in politically 
sensitive search results can be symptomatic of the 
polarized online debate, where people tend to look for 
validation of their preconceived notions or dissent 
against contrary positions. The prevalence of negative 
sentiment in these search results has far-reaching 
consequences for users, where it can intensify feelings 
of frustration, anxiety, or disillusionment. In addition, 
this discovery points to the value of taking into account 
the tone of emotions and language employed in 
online materials, especially in environments where 
subtle comprehension and positive exchange are 
critical. Through the study of sentiment patterns in 
search results, researchers are able to make sense of the 
intricate dynamics of online information systems and 
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determine possibilities for encouraging more 
balanced, informative, and positive online discussion. 
 
 
5. Qualitative Findings 
5.1 Discourse Analysis of Search Results 

The search result discourse analysis yielded two 
prevalent biases: (1) politically based media framing 
and (2) commercial-based prioritization of paid 
content. These trends are explained in Table 1 and 
graphically illustrated in Figures 1–2. 
 

Table 1 
Frequency of Political and Commercial Biases in Top 20 Search Results (N=200 queries) 

Bias Type Frequency (%) Example Sources Identified 
Conservative framing 32% Fox News, Daily Caller 
Liberal framing 28% CNN, The New York Times 
Paid advertisements 40% Sponsored product links 

Note. Data aggregated from 200 queries on 10 
politicized topics (e.g., climate change, healthcare 
reform). 
 
Figure 1 
Political Framing in Organic Search Results (N=200 Queries) SPSS Data Structure (Variable View): 

Variable Name Type Label Values 
leaning Nominal Political Leaning 1=Conservative, 2=Liberal, 3=Neutral 
frequency Scale Percentage 32, 28, 15 

Media Framing Effects 
As Figure 1 illustrates, partisan sources dominated 
organic search results for politically charged terms. 
Conservative sources (e.g., Fox News) were found in 
32% of top results for right-aligned 
search terms (e.g., "election fraud evidence"), and 
liberal sources (e.g., CNN) made up 28% for left-
aligned terms (e.g., "voter suppression laws"). This is 

consistent with Robertson et al.'s (2018) algorithmic 
polarization findings. 
 
Commercial Bias 
Paid content constituted 40% of the first-page results 
(Figure 2), and 78% of users clicked sponsored links 
owing to positional salience (FTC, 2021). Private 
healthcare providers' ads, for instance, surfaced above 
.gov sources for "affordable healthcare" searches. 

Figure 2 
Commercial Bias: Paid vs. Organic Results (N=200 Queries) SPSS Data Structure: 
 
Variable Name Type Label Values 
Result type Nominal Result Type 1=Paid, 2=Organic 
prevalence Scale Percentage 40, 60 

These results highlight the requirements for 
algorithmic transparency reforms, e.g., the EU's 
Digital Services Act (2022) labeling requirements. 
 
 

5.2 Interpretation of Findings 
The high prevalence of biases in search results (Table 
2) illustrates systemic problems in information 
prioritization: 
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Table 2 
Comparative Analysis of Search Engine Biases 

Metric Current Study Napoli & Caplan 
(2017) 

Robertson
 e
t al. (2018) 

Partisan Framing (%) 60 55 62 
Paid Result Dominance 
(%) 

 
40 

 
38 

 
45 

User CTR on   Paid 
Content 

 
78% 

 
72% 

 
81% 

Three salient patterns are revealed: 
1. Algorithmic Polarization (Fig. 1): 
• Conservative/liberal framing (32%/28%) reflects 
Robertson et al.'s (2018) findings (±5% margin). 
• Neutral sources (15%) were disproportionately 
underrepresented (χ²=4.32, *p*=.038). 
2. Commercial Distortion (Table 2): 
• 40% paid result rate surpasses FTC (2021) 
industry averages (35%), indicating deteriorating 
trends. 
• Click-through data (Fig. 3) affirms users 
disproportionately choose top-positioned content 
(β=.67, *p*<.001). 
3. Regulatory Gaps: 
The EU's Digital Services Act (2022) labeling 
requirements might reduce but not obviate these 
biases, since: 
• 62% of respondents in our follow-up survey 
overlooked "Sponsored" labels (compared to 58% in 
FTC, 2021). 
 
5.2 User Perceptions (Interview Data) 
Semi-structured interviews (N = 32) analysis 
uncovered two prevalent themes regarding 
algorithmic bias and personalization: 
1.  Strategic Search Modifications 
87% of respondents (28/32) mentioned consciously 
modifying their search terms to avoid perceived 
algorithmic bias: 

"If I'm looking for neutral vaccine facts, I stay away 
from words like 'mandate'—that immediately provides 
me with partisan results. I'll try searching 'CDC 
immunization guidelines' instead." (Participant 12, 
healthcare worker) 
This strategic behavior meshed with three patterns: 
• Terminology sanitization: Staying away from 
politically sensitive words (e.g., "abortion" → 
"reproductive healthcare") 
• Source targeting: Including site-specific operators 
(e.g., "site:.gov" or "site:.edu") 
• Query scaffolding: Employing multi-sentence 
queries (e.g., "objective studies about: [topic]") 
2.  Filter Bubble Frustration 
65% of the participants (21/32) denounced 
transparent personalization that restricted 
information variety: 
"My searches on climate change only reveal one side 
now—it's like the algorithm chose what I'm supposed 
to believe." (Participant 5, graduate student) 
The most salient pain points were: 
• Irreversible profiling: 71% reported feeling 
past clicks "locked" them into ideological echo 
chambers 
• Commercial override: Promoted content and 
ads pushing out organic results ("First page is all 
Amazon products now" – Participant 19) 
• Geo-blocking: Localized results with no global 
perspectives  

 
Table 3: User-Reported Search Personalization Issues (Multiple Responses Allowed) 

Issue Frequency Representative Quote 
Ideological filtering 21/32 (66%) "It won't show conservative sources anymore" 
Commercial prioritization 18/32 (56%) "The real results start below the ads" 
Geographic restriction 9/32 (28%) "Can't find European news about this" 
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3.  Emerging Coping Strategies 
Participants identified three adaptive strategies: 
1. Incognito mode switching (14/32) to reinstate 
default search results 
2. Cross-platform checking (23/32) of 
Google/Bing/DuckDuckGo results for differences 
3. Algorithmic resignation (9/32): "I just accept 
the bias exists" (Participant 27) 
These findings mirror Eslami et al.'s (2015) 
"algorithmic awareness" framework while highlighting 
growing user agency in response to opaque systems. 
 
6. Discussion 
6.1 Linguistic Patterns and Algorithmic 
Influence 
Google’s search algorithm does not merely retrieve 
information—it actively shapes linguistic norms by 
privileging certain phrases, constructions, and 
discourses over others. Our analysis reveals three key 
mechanisms of this influence: 
1. Lexical Prioritization 
The algorithm disproportionately surfaces high-
frequency phrases, reinforcing dominant linguistic 
patterns. For example: 
• Searches for "climate change" prefer 
formal, scientific vocabulary (e.g., "anthropogenic 
warming") to colloquial substitutes (e.g., "global 
heating"). 
• Social issue queries (e.g., "police 
reform") favor institutional terminology (e.g., "law 

enforcement policy") over activist rhetoric (e.g., 
"defund the police"). 
This lexical gatekeeping reflects Bourdieu's (1991) 
linguistic capital, in which algorithmic power 
legitimates some word usage as "authoritative" and 
excludes others. 
2. Syntactic Structuring 
Google's autocomplete and featured snippets impose 
grammatical expectations: 
• Question wording: Questions phrased 
as queries ("How does.") get more authoritative 
sources than affirmative searches. 
• Keyword packing: Brief, keyword-rich 
phrases (e.g., "COVID vaccine efficacy rate") 
perform better than human language queries. 
This forms a feedback cycle in which users modify 
speech to conform to algorithmic tendencies— a 
process we call search-driven linguistic 
accommodation. 
3. Discursive Reinforcement 
The corpus reinforces content that caters to: 
• Commercial motives (e.g., commercial-
oriented terms such as "best DSLR cameras" 
overwhelm artistic photography searches) 
• o>Institutional power (e.g., .gov and .edu 
websites override grassroots views) 
• o>Geopolitical tendencies (e.g., 
"Ukraine conflict" vs. "Ukraine war" elicit different 
ideological framing) 
 

 
Table 4 demonstrates this discursive stratification: 
Algorithmic Prioritization of Linguistic Norms (N=500 Queries) 

Query Type Privileged Language Marginalized Alternatives Dominant Sources 
"Economic 
inequality" 

"Income 
disparity" (72%) 

 
"Wealth gap" (28%) 

 
IMF, World Bank 

 
"AI ethics" 

"Responsible
 
AI" (65%) 

 
"AI dangers" (35%) 

Tech company 
blogs 

Implications 
• Cognitive Effects: Users internalize algorithmic 
preferences, constricting expressive scope (Van Dijk, 
2014). 
• Power Dynamics: Corporations/institutions 
accrue disproportionate authority over linguistic 

legitimacy. 
• Research Bias: Researchers based on search-
generated data can replicate these biases. 
This is in line with Noble's (2018) algorithmic 
oppression theory but broadens it to linguistic 
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hegemony. Cross-cultural differences in this effect 
should be explored in future work. 
 
6.2 Implications for Information Access 
Algorithmic biases within search engines don't just 
affect individual queries—systematically, they remake 
what information becomes public, who gets to see it, 
and how it gets read. Our results illustrate three 
fundamental implications for democratic discourse 
and education equity: 
1. Limited Epistemic Diversity 

Search algorithms favor recency, engagement metrics, 
and authority signals, which result in: 
• Homogenization of views: 
• 78% of political search results in our 
study were from only 5 large media conglomerates (see 
Table 5) 
• Alternative/grassroots sources appeared 
on page 2+ (where <5% of users click) 
• Erosion of contextual understanding: 
"I searched 'minimum wage effects' and only got think 
tank reports—no worker interviews or small business 
perspectives." (Participant 9, economics student) 

 
Table 5 
Source Concentration in Political Search Results (Top 20 Results, N=200 Queries) 
Source Type Frequency (%) Example Outlets 
Corporate Media 78% CNN, Fox, NYT, WaPo 
Government 12% WhiteHouse.gov, CDC 
Alternative Media 6% The Intercept, Reason 
Academic 4% JSTOR, SSRN 

2.  Democratic Risks 
1. Filter bubbles solidify ideological segregation: 
• Conservative searches yielded 3× as much partisan 
content as neutral searches (χ²=6.41, 
*p*=.011) 
• 61% of participants didn't realize their results were 
personalized 
2. Commercial bias amplifies paid misinformation: 
• 40% of health-related searches revealed unverified 
supplement advertisements 
• Only 22% of users noticed "Sponsored" labels 
(FTC, 2021) 
3. Educational Inequities 
• Resource stratification: 
• Schools in high-income areas instructed 
advanced search strategies (e.g., Boolean operators) 
• Underfunded schools used default outcomes, 
reinforcing knowledge gaps 
• Credibility misalignment: 
• Algorithmically "authoritative" sources (e.g., 
Forbes) frequently disagreed with peer- reviewed 
studies 
 
 
 

Mitigation Strategies 
Three interventions have potential based on 
participant feedback: 
1. Algorithmic transparency logs (e.g., revealing 
why results were ranked) 
2. Media literacy incorporation into K-12 
education 
3. Public interest search tools (e.g., non-profit 
search engines) 
This is consistent with Pariser's (2011) "filter bubble" 
thesis but fills it with empirical evidence of 
commercial amplification. Future research should 
monitor longitudinal effects on political polarization. 
 
6.3 Limitations and Future Research 
Although this study offers important insights into 
search engine algorithmic bias, there are various 
limitations that need to be recognized, together with 
main directions for future research. 
1. Data Constraints 
 
• Language Limitations: 
• Our analysis was limited to English-language 
queries only, which may not reflect linguistic and 
cultural biases in other languages (e.g., non-Latin 
scripts or regional dialects). 
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• Example: Search behavior in diglossia languages 
(e.g., Arabic formal vs. colloquial forms) might return 
different algorithmic results. 
• Geographic Narrowness: 
o Data were gathered mostly from U.S.-based users, 
ignoring how search algorithms evolve in response to 
local censorship regulations (e.g., Google's respect for 
the EU's "Right to Be Forgotten" vs. China's firewall 
restrictions). 
2. Temporal Dynamics 
3.  
• Short-Term Snapshot: 
o Findings represent algorithmic activity within a 
6-month time frame (2023), as search engines 
constantly update (e.g., Google's 2024 "Helpful 
Content" update). 

o Future Need: Longitudinal studies monitoring: 

the  
EU's Digital Services Act) influence result diversity 
Whether user adaptation methods (e.g., incognito 
mode) still work 
 
4. Methodological Gaps 
• Demographic Intersectionality Lack: 
• Did not stratify outcomes by race, gender, 
or disability status—groups disproportionately 
impacted by algorithmic bias (Noble, 2018). 
• Simulated vs. Organic Queries: 
Used pre-defined queries instead of examining real-
time user activity. 
 

 
 Future Research Priorities 

Focus Area Key Questions Proposed Methods 
Cross-Linguistic Bias How do algorithms

 handle multilingual code-
switching? 

Comparative analysis
 (e.g., English vs. 
Spanish queries) 

Algorithmic 
Transparency 

Can open-source search engines (e.g., 
SearXNG) reduce bias? 

A/B testing vs. commercial 
engines 

Longitudinal Effects Do filter bubbles intensify over multi-
year usage? 

Panel studies with
 browser tracking 

Focus Area Key Questions Proposed Methods 
Global South 
Perspectives 

How does Google prioritize local vs. 
Western sources? 

Query experiments in Kenya, India, 
Brazil 

5. Ethical Considerations 
Future research needs to address: 
• Informed consent in tracking real-user searches 
• Data sovereignty when researching non-Western 
contexts 
• Algorithmic auditing standards (e.g., who gets to 
define "bias"?) 
This extends Sandvig et al.'s (2014) call for 
"algorithmic accountability" with a focus on 
comparative and longitudinal methods. A replication 
package containing our raw data is provided to enable 
further research. 
 
6. Conclusion 
This research illustrates how Google operates not only 
as a passive information retriever, but as an active, 
algorithmically constructed corpus with far-reaching 

linguistic and social implications. Using a mixed-
methods strategy—merging discourse analysis of search 
results, user interviews, and behavioral data—we have 
shown how search engines: 
1. Shape Linguistic Norms 
O Privilege institutional and commercial language 
(e.g., "income disparity" over "wealth gap") 
O Reinforce syntactic structures that comply with 
algorithmic bias (e.g., question-formatted queries) 
2. Influence Information Accessibility 
O Commercial and ideological biases reduce exposure 
to variety of viewpoints (Section 6.2) O Searchers 
modify search behavior to get around algorithmic 
limitations (Section 5.2) 
3. Impact Societal Discourse 
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O Contribute to epistemic inequality through 
amplification of authoritative voices above grassroots 
views 
O Predispose deepening of political polarization 
through filter bubbles (Table 5) 
4. Future Research Directions 
To draw on these insights, we offer three key areas: 
1. Multilingual Expansion 
• Examine how algorithmic biases play out in non-
English environments (e.g., Mandarin, Arabic) 
• Examine dialectal discrimination (e.g., African 

American Vernacular English in autocomplete) 
2. Multimodal Analysis 
• Investigate bias in Google's image/video search 
(e.g., racial/gender representation in top results) 
• Audit featured snippets and knowledge panels for 
factual accuracy 
3. Longitudinal Algorithm Audits 
• Monitor how policy updates (e.g., EU's DSA) 
impact result diversity over 5+ years 
• Create open-source tools for real-time bias 
detection 

 
Key Recommendations 

Stakeholder Action Item 
 
Researchers 

Adopt cross-disciplinary methods (e.g., computational linguistics + critical 
algorithm studies) 

Educators Teach "algorithmic literacy" alongside media literacy 
Policymakers Mandate transparency in ranking criteria (e.g., DSA Article 27) 

This research brings together corpus linguistics 
theories (McEnery & Hardie, 2012) and critical 
algorithm studies (Seaver, 2017) to provide a 
framework for the analysis of search engines as 
arbiters of culture. As Google's corpus changes—
incorporating generative AI (e.g., SGE) and 
personalized feeds—ongoing scrutiny is necessary to 
maintain fair information ecosystems. 
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