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Abstract 
One important field of computer vision research is the study of gaze tracking. It 
emphasizes practical usage and the interaction between people and technology. 
The demand for inexpensive techniques has increased recently due to new eye-
tracking applications. An essential component in tracking the gaze's direction is 
the ocular area. This research proposes a number of novel eye-tracking techniques 
that use techniques to identify the eye region and the direction of gaze. Eye-
tracking may be done using unmodified cameras without the requirement for 
specific hardware or software. The eye area was identified using either the Haar 
cascade approach or facial landmarks. Furthermore, the orientation of the eye 
was ascertained using the engineering technique, which relies on distances 
identifying the iris area, and the direct method, which is based on the 
convolutional neural network model. Two engineering approaches are used in the 
paper: the iris region is divided into five parts, with the blackest region indicating 
the look direction, and the gaze direction junction point is identified by drawing 
perpendicular lines on the iris region. While engineering techniques increase their 
efficacy in broad mobility, the suggested network model has demonstrated efficacy 
in predicting the eye's gaze direction in restricted mobility. 
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INTRODUCTION
Human-computer interaction has increased recently, 
and eye tracking and detection is one of the most 
crucial aspects of this connection. Numerous 
applications, such as virtual reality, augmented reality, 
consumer behavior identification, computer control, 
identification, medical treatment systems, and 
security programs, have benefited from this research 
[1]. It is the eyes that are the most conspicuous and 
consistent of all the facial characteristics [2].  Eye 
recognition still faces a number of challenges, such as 
differences in eye appearance, occlusion, and 
background noise. Iris color, size, and shape are key 
aspects of eye appearance. The illumination of the 
camera causes occlusion, which is a white reflection in 

pictures. The look of the eyes can also be affected by 
outside variables, such as lighting and eyewear [3]. The 
eyes are one of the many nonverbal communication 
techniques that may be especially helpful. The 
position of a person's glance, the amount of time 
spent gazing, and other comparable parameters are 
only a few of the more specific information about user 
behaviors that eye gaze monitoring may be able to 
supply [4]. 
One method is called eye gaze tracking (EGT), which 
involves tracking eye activity. This tool is frequently 
used to assess an individual's attentional 
concentration. Additionally, eye gaze analysis may 
help us understand human behavior, attention, and a 
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number of other cognitive processes [5]. Additionally, 
EGT might be used as a user interface for people with 
impairments. People may be able to operate a 
computer gadget with just their eyes. The 
development of EGT technology as a replacement for 
several input devices, including the mouse and touch 
screen, has resulted in the replacement of these 
devices [6]. One of the biggest challenges for scholars 
interested in computer vision is eye tracking research. 
This is a result of the eye detection method's 
requirement for the expensive installation of a high-
quality camera in specialist equipment. Because the 
pupil cannot always be easily located while using 
unmodified cameras, they are more difficult to 
operate than infrared cameras. Unadjusted webcams 
can only function in visible light, which is the first 
issue. The second issue is that their lenses frequently 
have a wide-angle focal length and little zoom power. 
Because of this, the quality of the eyes' picture is poor 
and much influenced by the lighting; hence, it may be 
challenging to gauge someone's gaze depending on 
their head posture and the lighting [7].  
While remote tracking uses a computer monitor or 
screen to identify the gaze's position, eye gaze tracking 
uses cameras and infrared sensors to capture eye 
movements. Tobii EyeX is a commercially available 
EGT device, however it is fairly expensive and needs 
certain equipment to work well. Due of their potential 
high cost of up to $25,000, these gadgets are not 
affordable for most individuals [8]. There are several 
shortcomings of the existing gaze-tracking systems, 
such as a high degree of setup complexity, costly 
components, stringent configuration, and laborious 
data collection methods [9]. Because of this, current 
research has concentrated on creating techniques for 
measuring gaze based on appearance. Based on images 
captured by traditional cameras, these algorithms can 
predict eye gaze. This method is not only more 
accessible but also less costly for the purpose of 
recording eye movements [10]. Appearance-based eye 
tracking requires specific traits to be present for gaze 
estimation. These variables include the user's distance 
from the screen or camera, head position, and camera 
settings.  
In contrast, much of the existing research ignores 
information about the distance between the user and 
the camera and gathers data in a controlled setting 
with a fixed head angle [11–12]. Because of this, the 

gaze estimate's conclusions are imprecise, which limits 
its use in applications requiring precise location [13–
15]. Image/video oculography, electro-oculography, 
and scleral contact lenses are some of the techniques 
used in the eye detection procedure. The visible 
spectrum approach locates the iris's location 
efficiently and non-invasively by using infrared light. 
However, in situations when I have little control over 
the lighting, these methods are less accurate and need 
for extra equipment [16].  
The aim of this research is to present an eye 
identification method that utilizes low-resolution 
facial images taken using a reasonably priced camera. 
The main contributions of this work are as follows: 
We generate a fresh dataset with images of the eyes. 
We provide two methods for identifying the eye 
region: the Haar cascade technique and facial 
landmarks. Both direct methods (convolution neural 
networks (CNN)) and distance-based engineering 
techniques may be used by cameras to identify the iris 
region of the eye in real time. Within a limited 
mobility range, the proposed deep learning-based 
method successfully detects the eye's look direction. 
However, engineering techniques improve its 
performance throughout a wide range of mobility.  
 
Research Problem 
Virtual reality, augmented reality, computer control, 
consumer behavior monitoring, medical treatment, 
and security systems are just a few of the many 
applications that depend on eye tracking and 
detection. However, a variety of problems, such as 
variations in eye appearance, occlusion, and ambient 
noise, make accurate eye tracking challenging to 
accomplish. Webcams that are not modified have 
trouble following their users' gaze due to the lighting 
conditions, wide-angle lenses, and poor image quality. 
Many consumers cannot afford the commercial eye-
tracking systems that are already on the market, such 
Tobii EyeX, since they need specialized hardware and 
are prohibitively costly. Therefore, a system that can 
do real-time gaze tracking and eye identification while 
being inexpensive and able to work well with standard 
cameras is needed. 
 
Aims of the Research 
The aim of this project is to create an eye recognition 
and gaze tracking system that is both economical and 
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efficient using low-resolution facial pictures taken 
with a low-cost camera. The goal of this research is to 
determine whether applying deep learning-based 
processes in combination with conventional 
engineering methods may improve gaze estimation 
accuracy across a range of mobility ranges. 
 
Research Objectives  
● To develop a fresh eye image collection for study 
and development. 
● To explore and deploy facial landmarks and Haar 
cascade eye region recognition algorithms. 
● To test deep learning-based convolutional neural 
networks (CNN) for real-time eye tracking in a 
constrained mobility range. 
● To evaluate engineering-based distance measuring 
approaches for gaze direction tracking throughout a 
greater mobility range. 
● To create a low-cost eye tracking system utilizing 
webcams without infrared sensors or expensive gear. 
● To evaluate the suggested methods under varying 
illumination and head motions. 
 
2. LITERATURE REVIEW 
In human-computer interaction (HCI), gaze tracking 
and eye recognition have grown in importance (17). 
Applications in a number of fields, including as 
virtual reality, augmented reality, healthcare, security, 
and consumer behavior research, have been made 
feasible by these elements. Inference of user intent, 
increased accessibility, and improved interaction 
efficiency are all made possible by system capabilities 
that can accurately detect and track eye movements. 
Due to their reliance on pricey infrared cameras, 
traditional gaze-tracking systems are only accessible to 
researchers and private clients. In response, recent 
advances in deep learning and artificial intelligence 
have enabled the low-cost implementation of gaze-
tracking systems using standard webcams. As a result, 
the technology is now more affordable and widely 
available. In this study, the methods, issues, and uses 
of gaze tracking and eye detection are examined, with 
an emphasis on affordable solutions [18]. 
Initially, eye-tracking methods focused on hardware-
intensive technologies like infrared-based tracking, 
video-oculography, and electro-oculography (EOG). 
EOG relies on the monitoring of electrical impulses 
generated by eye movements to give a high temporal 

resolution. Nevertheless, it is vulnerable to noise and 
signal drift [19–20]. In contrast, VOG uses high-speed 
cameras to track eye movements by observing corneal 
and pupil reflections. Although this approach 
requires the use of regulated lighting conditions, it 
provides higher spatial precision [21]. Near-infrared 
light is necessary for infrared-based eye tracking, 
which is frequently utilized in commercial systems like 
Tobii EyeX, to increase contrast and enhance 
detection accuracy. However, obtaining this 
technology is quite challenging due to its exorbitant 
cost. Even though there have been amazing 
advancements, eye recognition and gaze tracking 
remain challenging jobs because of several factors. 
Differences in eye appearance are linked to one of the 
biggest challenges. The detection accuracy is affected 
by differences in eye shape, pupil size, and iris color. 
Tracking is significantly hampered by occlusion, 
which can be caused by eyelashes, glasses, and 
reflections, particularly in environments that are 
realistic of the real world [22–23]. 
The existence of external noise, which can be brought 
on by changing lighting conditions, head movements, 
and camera quality, significantly reduces the accuracy 
of gaze estimation models. The necessity for 
controlled circumstances is sometimes a limitation of 
traditional gaze-tracking systems, making them less 
applicable to real-world scenarios. To overcome these 
problems, researchers have looked at a number of 
machine learning and deep learning-based methods 
for eye recognition [24]. Machine learning techniques 
like Haar cascades and Histogram of Oriented 
Gradients (HOG) in conjunction with Support 
Vector Machines (SVM) have demonstrated a high 
degree of accuracy in detecting eye regions [24–25]. 
Alternatively, these methods struggle with real-time 
performance and rely heavily on features that are 
developed. Eye recognition has been transformed by 
deep learning methods, specifically Convolutional 
Neural Networks (CNNs), which automatically extract 
important features from images [26]. As a result, the 
field has advanced significantly. CNN-based models, 
including EyeNet and GazeNet, have proven to be 
more accurate and resilient across a range of scenarios. 
Utilizing hybrid approaches, which combine 
traditional engineering methods with deep learning, 
can further increase gaze-tracking reliability [27].  
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Since appearance-based methods use photos of the eye 
region or the eye area itself to predict gaze direction, 
they are well suited for low-cost applications. CNN-
based gaze estimation is frequently used after facial 
landmark identification to identify the eye region [28]. 
Face recognition techniques are another name for 
these methods. Haar cascade classifiers, a popular 
method for object identification, have also been 
adapted for eye detection, however their performance 
is limited under uncontrolled conditions [29]. This 
technology has been used in a variety of ways. Large 
datasets are used by deep learning algorithms such as 
i-Tracker and Gaze Capture to improve gaze estimate 
accuracy. Zhang et al. [30–34] claim that these models 
use multi-modal inputs, such as head position and eye 
appearance, to make them more resilient. Because 
they increase estimation accuracy in scenarios where 
there is a substantial concentration of motion, 
engineering-based techniques, including measuring 
the distance between ocular landmarks, are a helpful 
addition to deep learning methods.  
Commercial eye-tracking devices, like Pupil Labs and 
Tobii EyeX, are prohibitively costly, usually running 
into the hundreds [31]. Despite their high precision, 
these technologies remain unaffordable. Such systems 
require specialized hardware, such as infrared cameras 
and sensors that are specifically made for the purpose, 
to precisely track eye movements. However, open-
source and low-cost alternatives combine deep 
learning-based methods and simple cameras to 
achieve similar performance at a fraction of the cost 
[32-34]. By using lightweight models, systems like 
OpenFace and MediaPipe FaceMesh may provide real-
time eye tracking. As a result, these systems may be 
used for both commercial and scientific purposes [35-
36].  
The creation of efficient and reasonably priced gaze 
tracking technologies enables the technology to be 
used more widely in fields including assistive 
technology, gaming, and education. The particular 
lighting conditions used have a significant influence 
on how well eye-tracking systems operate. Although 
they need specialized cameras, infrared-based 
solutions can lessen the effects of ambient lighting. 
Because shadows and reflections affect the subject's 
eye vision, appearance-based gaze assessment 
algorithms struggle under changing lighting situations 
[35]. To address this problem more effectively, 

researchers have looked at adaptive learning 
techniques [36–40]. To increase the resilience of these 
methods, models are trained under various lighting 
conditions. Histogram equalization and contrast 
correction are two picture enhancement techniques 
that may be used to increase the visibility of the eye 
region in low light. By capturing eye movements from 
many perspectives, multi-camera systems reduce the 
requirement for regulated lighting while also 
improving accuracy. The development of a low-cost, 
widely available gaze-tracking technology has 
significant implications for several disciplines [38]:  
1. One example of assistive technology that increases 
accessibility is eye-tracking, which enables individuals 
with disabilities to use computers and communication 
devices.  
2. Gaze-based interfaces may be used to improve the 
user experience in gaming, augmented reality, and 
virtual reality applications.  
3. Businesses use gaze-tracking data to better 
understand client engagement and improve 
advertising campaigns while doing consumer behavior 
analysis.  
4. Neurological disorders including Parkinson's 
disease and autism can be diagnosed with the use of 
eye movement analysis. This study was carried out in 
the fields of psychology and medicine.  
Notwithstanding the advancements in low-cost gaze 
tracking, some research challenges remain. The 
present models' application in real-world 
circumstances is limited due to their inability to 
handle variations in head movement. To provide 
seamless interaction with consumer devices, real-time 
processing efficiency also has to be improved [34].  
1. Improving model generalization across a range of 
head positions and lighting conditions.  
2. Investigating hybrid approaches that combine 
conventional engineering expertise with deep 
learning.  
3. Real-time processing might be enhanced by using 
edge computing and lightweight neural networks.  
4. To address the ethical issues surrounding data 
collection, eye tracking solutions that safeguard users' 
privacy are being developed.  
 
Research Gap 
Even though eye tracking technology has advanced 
significantly, there are still a lot of issues and 
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limitations that need to be resolved and further 
research is required. The trade-off between accuracy 
and cost is one of the most significant issues presented 
by eye tracking systems. Despite the fact that costlier 
systems offer more precision, their unreasonably high 
cost and complex setup prevent many academics, 
developers, and businesses from investing in them. 
nonetheless, low-cost alternatives, including webcams 
or deep learning-powered systems, are more cost-
effective; nonetheless, they lack infrared tracking, 
high-speed data processing, and stringent calibration 
procedures [41].  
The need for innovative hybrid solutions that 
combine the precision of high-end devices with the 
affordability of low-cost systems without raising the 
overall complexity or cost of deployment is necessary. 
Another important research gap that has to be filled 
is the precision and dependability of gaze tracking in 
dynamic environments. The expensive systems are 
designed to be used in controlled laboratory settings 
with minimal background noise, head position, and 
lighting conditions. However, gaze tracking often 
faces challenges in real-world applications such virtual 
reality interactions, driver monitoring, and assistive 
technology for those with impairments [34]. These 
issues include head position variations, occlusions, 
and motion artifacts. Existing low-cost models struggle 
with real-time adaptability, especially for applications 
that run on mobile devices or outdoors. Future 
research should primarily focus on developing robust 
algorithms that maintain low latency while improving 
gaze prediction accuracy in various uncontrolled 
scenarios.  
In fields like psychology, neurology, and marketing, 
where consistency and repeatability are crucial for 
confirming results, it is particularly problematic [42]. 
In some sectors, this discrepancy is particularly 
troublesome. The development of interoperability 
frameworks, standardized datasets, and universal 
benchmarking protocols will greatly increase the 
usability of both low-cost and high-cost systems across 
disciplines. Because there are so few open-source 
datasets for gaze tracking, researchers are constrained 
in their ability to effectively train and assess AI-based 
models.  Even while gaze estimation in low-cost 
webcam-based tracking has improved using deep 
learning-based techniques, infrared-based high-speed 

tracking systems continue to outperform them in 
terms of accuracy [34]. This is due to the fact that deep 
learning algorithms rely on machine learning.  
One of the biggest issues is the dependence on large 
datasets with a diverse variety of data that are used to 
train AI models, as most publicly accessible datasets 
are biased toward certain demographics and 
controlled conditions. Future research should 
primarily focus on developing more inclusive datasets, 
improving gaze estimation models driven by AI, and 
minimizing processing overhead for real-time 
applications. As the use of AI-based gaze monitoring 
becomes more commonplace, protecting users' 
privacy, ethically gathering data, and protecting their 
security will also be crucial challenges that need more 
investigation.  
 
3. RESEARCH METHODOLOGY 
The aim of this research is to comprehend Pakistani 
consumers' animosity towards online retailers and the 
consequent rise in the percentage of online sales.  
 
Research Design  
This study investigates low-cost real-time eye 
identification and gaze tracking methods utilizing 
quantitative experiments. The study collects, 
preprocesses, models, and evaluates several eye 
tracking methods for cost-effectiveness, accuracy, and 
utility. Comparative research compares appearance-
based deep learning with engineering-based methods 
in particular situations. 
 
Datasets  
The approach provides a dataset of eye scans from 
diverse ethnic and geographical origins. The local eye 
dataset featured Asian eye photos, whereas the global 
eye dataset had European eye photos. This study 
employed four datasets: two for training models and 
two for testing results. Two datasets are used for 
training:  
1. SBVPI (Sclera Blood Vessels, Periocular, and Iris) 
has 1800 images of 55 people. These photos are 
categorized by gender, eye class, and view/gaze-
direction. The collection has 450 pictures per look 
direction with 1700–3000 pixels. Figure 1 shows how 
a Canon 60D DSLR was used to take RGB images in 
a single recording session [43-46].  
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Figure 1: Global Dataset 

2. Only a camera, ideally incorporated into the 
laptop's upper screen, was needed to produce datasets 
using the suggested technique (Figure 2) [6].  

 
Figure 2: Experimental Setup 

On the basis of these assumptions, a person is 
supposed to be sitting straight facing the screen with 
the embedded camera at the highest point of their 
horizontal gaze and fantastic illumination. This 
assumption allows real-world photography instead of 
lab photography. Following the algorithm's phases, 
the recommended system may reliably predict eye 
gaze:  
1. Align the computer screen with the nostrils of the 
user. 
2. Sit with your head straight and facing webcam, 
avoiding minimal head movement.  
3. It is advised to set the computer within 35-50 cm of 
the individual. By mathematical equation, the optimal 
user-screen distance may be established [1].  

D = √[PUx − PSx]
2 + [PUy − PSy]

2………. [1] 

This equation uses D to indicate proxy distance, (PUx, 
PUy) to represent user location, and (PSx, PSy) to 
represent screen computer position. To create a local 
ocular dataset, two strategies are used: 
1. The research used a local collection of human eye 
pictures to study eye movement in four directions. 
The images were obtained from fifteen persons with 
varying skin pigmentations. Haar cascade was used to 
identify the photographs' eye areas. The iris does not 
rise much, hence the technique usually focused on eye 
upward movement. The approach focuses on upward 
movement, whereas downward movement is similar 
to closing motion. For the investigation, 5,000 photos 
were obtained in different lighting (Figure 3). 
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Figure 3: Haar – Local Dataset 

2. The study used a local camera collection of human 
eye photographs to investigate eye movement in four 
directions while individuals were exposed to interior 
illumination and wearing different skin tones. The 
MediaPipe Face Mesh method identified the 

photographs' eye regions. The dataset included 15 
contributors: One thousand photographs represent 
each of the five eye directions: left, right, center, top, 
and bottom (Figure 4).  
 

 
Figure 4: MediaPipe – Local Dataset 

In the final analysis, local datasets were prioritized 
since they are more diverse and acceptable. In the real-
time test, two approaches were used to gather data. 
The camera takes real-time photos in the first way. 

Downloading an eye movement video from YouTube 
is the second technique. The videos used were face-
focused since the eye image must be extracted. The 
videos used are shown in Table 1. 

 
Table 1: Video Dataset 

Source YouTube 
Type Mp4 
Gender Female 
Size 8.87 MBs 
Resolution 1920 × 1072 
Frames per second 30 
Duration [s] 20 
Total images 500 
Included images 451 

Eye Detection Techniques 
There are two distinct methods that are utilized, as 
will be discussed in the following: 
1. Several research [47-49] suggest using the 
Haar cascade to recognize faces or feature coordinates. 
Viola and Jones [50] proposed the Haar cascade for 
visual object recognition. A trained Haar cascade uses 
a drawn rectangle to determine if a picture contains 

the required item. The Haar methodology is more 
efficient than previous methods because it uses high-
speed computations based on the number of pixels 
inside the rectangle feature rather than the image's 
pixel values. Haar-like feature, integrated image, 
AdaBoost learning, and Cascade Classifier are used to 
detect the object [51-52]. Haar-like features are used to 
build the Haar Cascade Classifier for face detection. 
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Haar characteristics are used to identify if an image 
has a certain trait. Each feature generates one value by 
adding all pixels below the black rectangle. For fast 
face recognition, a picture is given a rectangular Haar-
like component [53]. Figure 5 shows frequent Haar-

like features [51]. Haar Cascade Classifier incorrectly 
identifies an additional image feature as the ocular 
characteristic [6]. The categorization process becomes 
less accurate. 

 
Figure 5: Type Of Feature (a) Edge, (b) Line, (c) Four-Triangle 

2. For face landmark extraction, there are several 
methods, however these are significant for our study:  
● Kazemi and Sullivan's Regression Tree Ensemble 
(ERT) [54] tells the Dlib package to employ landmark 

identification. According to MultiPIE [55], this 
approach can extract 68 face landmarks quickly and 
easily (Figure 6) [53].  

 
Figure 6: Map For Dlib Facial Landmarks 

A continuous strategy using a cascade of regression 
coefficients changes these predicted locations. A new 
estimate is reliant on the previous one at each 
iteration for regressors. Misaligned projected points 
generate variance, which these estimates aim to 
eliminate [1]. In our investigation to determine eye 
shape, we used the dlib library. Starting with dlib.get 
frontal face detector, the facial shape is determined. 

We next entered facial data into dlib to estimate eye 
form (shape predictor 68 face landmarks.dat) [55]. 
● A powerful library, the media pipe [56-57], can 
detect faces and facial landmarks. Eye photos are 
available from the library. MediaPipe face Mesh 
extracts 478 facial landmarks using a residual neural 
network [58] (Figure 7).  
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Figure 7: MediaPipe Face Mesh Solution Map 

In order to identify the face and eyes, the following 
landmarks were utilized in this study (Table 2): Using 
MediaPipe face nets [59], one may construct a three-

dimensional face representation and nose values for 
head position computation.  

 
Table 2: Indices of the Landmark 

Face Border Left Eye Right Eye 
[10, 338, 297, 332, 284, 251, 389, 356, 454, 
323, 361, 288, 397, 365, 379, 378, 400, 
377, 152, 148, 176, 149, 150, 136, 172, 58, 
132, 93, 234, 127, 162, 21, 54, 103,67, 109] 

[362, 382, 381, 380, 374, 373, 
390, 249, 263, 466, 388, 387, 
386, 385,384, 398] 

[33, 7, 163, 144, 145, 153, 154, 
155, 133, 173, 157, 158, 159, 
160, 161, 246] 

The face mesh solution's X and Y output coordinates 
are normalized according to frame time. The z vector 
represents the face wire mesh depth, which represents 
the camera-head distance. The media pipe command 
map_face_mesh = mp. solutions specify facial 
characteristics for eye shape. FaceMesh [55]. The 
initial phase is reading each movie frame and 
submitting it to the library for facial landmark 

identification. Left and right eye pictures are 
preserved separately [1]. In terms of test reliability, 
MediaPipe measurements are better than dlib metrics, 
hence this article used them for eye detection.  
● The EAR function monitors eye landmark 
distance to work effectively. Figure 8 [56] shows that 
the EAR measure calculates a ratio from six ocular 
landmark locations' vertical and horizontal distances.  
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Figure 8: EAR Features 

The EAR is calculated from this ratio. Starting with p1 
and ending with p6, numerals indicate places 
clockwise from the left-eye corner. Rosebrock [57] 
states that all six coordinates in the range from p1 to 
p6 are two-dimensional. According to [58], opening 
the eyelids does not modify the EAR value 
considerably. However, the EAR ratio is lowered to 
zero [59], eliminating the gap between coordinates p3 
and p5 and p2 and p6 while the eyes are closed. This 
study predicts eye closure using the EAR function. In 
Equation (2) [60], the numerator calculates the 
distance between horizontal landmarks, while the 

denominator calculates the distance between both 
vertical landmarks and multiplies it by two to equalize 
it. EAR is calculated by repeating this technique. 

EAR =
||p2−p6|+|p3−p5||

2|p1−p4|
………………. [2] 

 
Proposed Method 
Interactive technology makes eye recognition and gaze 
tracking more crucial than ever. A built system and a 
real-time run comprise the recommended system 
model. Figure 9 shows the preferred system 
technique.  

 
Figure 9: Proposed System Algorithm 

This model has two stages built as follows: 
 
Pre-Processing:  
1. A photograph is taken using a camera.  
2. Improves image illumination using the HSV Color 
Space, which includes color [H], saturation [S], and 
value [V]. The first two describe hues, whereas the 
third and last one describes brightness [61].  
3. HSV is preferred for geometric coordinate systems 
due to its natural appearance and better color hue 
modulation compared to HSL [62]. The camera of the 
recommended system takes RGB photos, but Python 
is used to convert these to BGR. The color formula is 
returned to [BGR] when the color format is converted 
to (HSV) to regulate saturation and color value 
degree. This improves input photo illumination for a 
precise prediction. We improved the lighting while 
keeping all colors to return the hues buried in the 
gloom and simplify the brightness model. The Split-

HSV technique is recommended for illumination 
improvement:  
• The color space should be switched from BGR to 
HSV.  
• Isolate the saturation and value channels first. 
Next, increase values to achieve saturation of (1.5 × S) 
and value of (60 + V). Please note that none of these 
numbers should exceed 255.  
• Re-merge channels.  
• Return to BGR space. 
• The third phase is image value normalization, or 
pixel value normalization. To normalize the 
operation, divide the data by 255. Each pixel in the 
picture data should have a value between 0 and 255.  
4. Reduce image complexity and noise by converting 
to grayscale.  
5. Use Haar cascade face bounding boxes or 
MediaPipe facial landmarks model to predict 478 
facial signals and precisely chop off the eye region.  

Image 
Captured 

Using 
Webcam

Pre-
processing 
of Images

Face 
Detection

Eye 
Detection

Eye's Gaze 
Direction 
Detection
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6. To aid models during training, pictures must be 
rescaled to a 64 × 64 input format. Image sizes should 
be equal.  
7. Divide the dataset into training and testing 
divisions. We split the data into training and testing 
sets for this study.  
 
8. Processing:  
The most common way to establish eye direction is to 
track the iris. First, locate the eye's region to find the 
iris. This study utilized the MediaPipe library to better 
describe facial features. Landmarks from dlib or 
MediaPipe were used to do this. The Haar Cascade 

Classifier is used to determine the ocular area. Two 
approaches may be used to estimate eye look direction 
using simply the camera. Here are the methods: 
  
1. The Direct Method is the Convolution 
Neural Networks (CNN) Method: Deep neural 
networks like CNN use grids for input analysis. 
Convolutional, pooling, and FC layers comprise this 
arrangement. The pooling layer samples feature maps 
while the convolutional layer filters data. The FC, the 
last layer, produces the final output using an 
activation function such sigmoid or SoftMax [63] 
(Figure 10, Table 3).   

 
Figure 10: Architecture of Di-eyeNET 

The Di-eyeNET model was trained on 5,000 eye 
images. The dataset consisted of 4,000 training 
photographs and 1,000 testing shots. This ensured 
fair assessment. The dataset was separated into five 
categories; hence the classification challenge was 
several classes. Since the model included 46,820 

trainable parameters and no non-trainable 
parameters, all of them were actively tuned during 
training. Due to the 100-epoch training technique 
and 32-photo batch size, the model processed 32 
photographs at a time before changing the weights. 
The categorical cross-entropy loss function, used for 
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multi-class classification, was chosen. This function 
measures the difference between the anticipated 
probability distribution and the actual class labels to 
assist optimization and decrease errors. A remarkable 
validation loss of 0.0183 was achieved by the model 
during training. A minimal variance exists between 
predicted and actual outcomes. The model's 
validation accuracy was 99.59%, indicating strong 

classification precision. Early stopping was adopted 
after 98 epochs since validation loss stopped 
improving. This prevented overfitting and reduced 
unnecessary calculations. These data suggest Di-
eyeNET is very good at eye detection and gaze 
classification. The system's settings have also been 
tweaked for accuracy and reliability (Table 3).  

 
                 Table 3: Summary of the Parameters for Training of Di-eyeNET 

Parameters Local 
Total Images 5000 
No. Images-Train 4000 
No. Images-Test 1000 
No. Class 5 
Total Parameters 46820 
Trainable Parameters 46820 
Non-Trainable Parameters 0 
No. Epoch 100 
Batch-Size 32 
Val-Loss 0.0183 
Val-Accuracy 0.9959 
Early Stopping After 98 Epochs Val-Loss Not Improved 
Loss Function Categorical Cross-Entropy 

The proposed model, Di-eyeNET, has two blocks, as 
illustrated in Figure 10 and Table 3:  
1. The first block consists of two convolutional layers, 
each with 128 5x5 filters and a stride of 
2. This collects enough geographic data while reducing 
output feature map dimension. ReLU activations in 
the max-pooling layer below it lowers the feature map 
by at least two dimensions.  
3. Next, the second block is used, with a max-pooling 
layer with two filters and a convolutional layer. After 
block 1, feature map spatial dimensions are halved. 
After each max-pooling function, we gradually add 
filters to the convolutional layers.  
The output of the final two blocks is routed to a 
filtered layer and then to a 128-D Fully Connected 
(FC) layer to ensure feature map representation 
capacity. The suggested design avoids several FC levels 
to reduce trainable parameters while retaining 
performance. In conclusion, the FC layer is coupled 
to a single SoftMax layer that identifies four eye 
directions. A two-step procedure was needed to extract 
only the necessary features and ignore the rest:  

Block 1 of the first stage has two convolutional layers. 
After the first stage, we removed half of the variables 
[characteristics], thus we applied dropout after block 
2 to reduce the number of variables by around a 
fourth. The model was run for over 100 epochs using 
an Adam optimization approach, a learning rate of 
0.001, a batch size of 16, and an MAE loss function. 
Additionally, the input shape was 64x64. Each model 
input picture has three channels. This study used 
Keras, an open-source Python neural network toolkit, 
to build CNN models.  
We also used ResNet50 and VGG16, the most 
efficient pre-trained model architectures. The 
convolutional neural network VGG16 is developed 
for image recognition. Instead of several hyper-
parameters, it uses sixteen layers and weights, making 
it unique [64-65]. We used pseudo code to import and 
load the VGG16 pre-trained model:  
• Import VGG16 from Keras apps.  
• Model: VGG16  
• The picture size must be (224 × 224).  
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The Resnet50 classic neural network underpinned 
several computer processes related to the skip 
connection principle. We train CNN with this 150-
layer model [64]. We used pseudo code to load the 
pre-trained ResNet50 model:  
• Load map ['resnet_50.h5'] in keras. models.  
• Image size must be [64 × 64].  
The Di-eyeNET, ResNet50, and VGG16 training 
experiences included multiple trainings. The Di-
eyeNET model outperforms other techniques in some 
parameters, according to results studies. Di-eyeNET, 
ResNet50, and VGG16 had accuracy of 0.9959, 
0.7933, and 1.7965, respectively; MAEs of 0.0183, 
0.5532, and 0.1416, respectively; loss values are 
almost identical during testing; VGG16 has greater 
loss values during training. Compared to other 
models, the suggested model is 75% smaller and has 
80% less reaction time. 
 
2. Engineering Method: The engineering 
approach employs Python modules to detect facial 
and eye characteristics after locating the eye region by 
calculating distances. Several approaches may be used 
to locate the eye's iris, which reflects the gaze:  
Step 1: Draw two perpendicular lines on the iris 
region, the darkest part of the eye, using certain 
equations (horizontal and vertical). This area is 
determined via contour detection and Hough 
transform. After that, we find the place where the two 
straight lines connect, which represents the iris and 
the gaze.  
Step 2: The Euclidean Distance function was used to 
find the intersection ratio between two perpendicular 
lines in Python.  
Step 3: Divide the eye region into five unique regions: 
three horizontally (left, center, right) and two 
vertically (up, down).  
Step 4: To assess closed-eye condition, the EAR 
feature calculated the proportion of distance between 
eye landmarks.  
 
Experimental Setup and Evaluation 
The proposed solution uses Python packages Num Py, 
Open CV, Tensor Flow, Keras, dlib, and MediaPipe 
to train models. We developed this system using a 
laptop with a GeForce GTX graphics card, 16GB 
RAM, and an Intel Core i7 processor. Anaconda was 
used for development. Training and testing were 

separate stages of system implementation. 
Experimental data are used during the key assessment 
phase to predict results and evaluate algorithms. 
Accuracy, loss [MAE], response time, and model size 
[Equation 3] are used to evaluate model performance. 
The symbols TP, TN, FP, and FN represent true 
positives, true negatives, false positives, and false 
negatives. 

ACC =
TP+TN

TP+FP+TN+FN
× 100…………. [3] 

In statistics, the Mean Absolute Error [MAE] indicates 
the loss between the measured [y′] and the real [y]. 
This equation [4] shows the MAE formula.  

MSE =
1

N
∑N
i=1 |Yi − Yi

′|………………. [4] 

The total number of classes is n, the measured output 
is y′, and the actual output is y. Response time is 
crucial for real-time applications. In real time, size 
models must load swiftly and easily. Large models are 
hard to load quickly. Except for the provided model, 
all other models are too huge for real-time use. 
 
Data Processing and Analysis 
Data processing step affects eye identification and gaze 
tracking quality and efficiency. Noise, light variations, 
head movements, and occlusions affect low-resolution 
webcam image data, making preprocessing essential. 
Data processing begins with grayscale conversion to 
reduce computer complexity while preserving ocular 
features. Next, histogram equalization boosts contrast 
and feature detection in diverse lighting conditions. 
Gaussian and median filtering minimize noise and 
clarify eye contours. The ocular region is separated by 
features after preprocessing. Haar Cascade Classifier 
machine learning finds eye boundaries and pupil 
location using predefined patterns. A deep learning-
based CNN is trained on the dataset to improve eye 
recognition in various lighting conditions and head 
postures. Deep visual signals retrieved by the CNN 
model allow accurate iris and gaze evaluation under 
challenging conditions. Facial landmark 
identification using Dlib-based mapping of eye-
important locations is also incorporated in feature 
extraction for enhancement. The gaze tracking study 
uses engineering- and appearance-based methods after 
ocular area recognition. Appearance-based methods 
estimate gaze direction by measuring the relative 
placement of the iris inside the eye, whereas 
engineering-based methods use geometric distances 
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and vector calculations to improve gaze direction 
accuracy over a wide range of head movements. These 
methods are assessed by real-time processing speed, 
gaze estimation accuracy, and detection accuracy.  
 
4. RESULTS AND DISCUSSION 
This study offered four eye-look tracking methods: 
CNN of Haar, CNN of Mesh, Mesh of Inter. Point, 
and Mesh of Split. We outline both ways below. CNN 
of Haar and CNN of Mesh are first-direct approaches. 
Both approaches use convolutional neural network 
training. The Python module MediaPipe calculates 
facial landmark distances for Mesh of Inter. Point and 
Mesh of Split. The Mesh of Inter. Point technique 
uses functions to identify the eye's iris, draw the two 
perpendicular lines, and find the straight lines' 
intersection point. The Mesh of Split technique has 
two functions: to divide the eye into five portions and 
to determine the iris in any place after the division. 
The darker region represents the direction of look. 
The results in the following tables were obtained by 
applying the proposed lighting improvement strategy 
because the Haar cascade technique without an 
improvement strategy was rare and did not exceed 
50% in a poorly lit examination room. Due to the 
high quality of the data, real-time research is difficult, 
but if standard criteria are not considered, the 
accuracy of these results may be reduced by 50%. 
CNN approaches were almost 99.0% accurate during 
training, but much lower during real-time evaluation 
due to illumination and subject seating position 
issues. This is because camera angles alter the quality 
of the image supplied to the network, which affects 

the intended output. Thus, when the following tables 
were created, these factors were included, allowing an 
objective comparison of the offered techniques.  
Haar Cascade Classifier was used to create CNN using 
Haar training dataset images. This was done by 
sketching and truncating a rectangle around the eye. 
The cut-out eye region connected the brow and eye 
regions to the eye. Thus, the Di-eyeNET method's vast 
number of characteristics affected real-time test 
decision-making. It recognized three classes but not 
the top direction in real time. Despite 99% training 
accuracy for all classes, test accuracy was 93%. Table 4 
shows accuracy findings from mobility-limited 
experiments. These trials tested many eye-tracking 
technologies. The table compares CNN of Haar, 
CNN of Mesh, Mesh of Interpolated Points, and 
Mesh of Split for recognizing right and center eye gaze 
positions in 15 people. Four methods are compared. 
CNN of Mesh was the most accurate approach. It has 
a remarkable 94.40% accuracy with 99.5% center gaze 
and 97.85% right gaze. This suggests CNN-based 
techniques, especially mesh detection ones, are 
effective in looking at someone. CNN of Haar had 
94.55% accuracy and did well. It identified gaze 
direction with 98.32% accuracy for center gaze and 
95.10% accuracy for right gaze. Mesh of Interpolated 
Points and Mesh of Split had lower statistical 
accuracy. Mesh of Interpolated Points finished with 
90.90% accuracy due to lower right (93.80%) and 
center (95.95%) accuracies. Mesh of Split performed 
poorest, with 88.9% accuracy. Right and center gaze 
detection errors were higher (84.8% and 95.7%, 
respectively).  

 
Table 4: Results of the Accuracy Experiments (Limited Mobility Range) 

Proposed Methods No. of Individual 
Accuracy (%) 

Total Accuracy % 
Right Center Right Center Right 

CNN of Haar 15 95.10 98.32 95.20 86.88 84.5 94.55 
CNN of Mesh 15 97.85 99.5 99.5 95.50 95.8 94.40 
Mesh of inter. P. 15 93.80 95.95 92.05 90.52 92.0 90.90 
Mesh of split 15 84.8 95.7 85.0 87.9 78.56 88.9 

Even after repeating the experiments with more 
photos, people, and training situations, no 
appropriate results were obtained. Due to comparable 
qualities that affected resolution, such as the brow, 
which makes up a large part of the image. Because of 
this, we used the mesh function to produce dataset 

pictures. These eye-only visuals were unique. This is 
because the mesh function constructs a frame around 
the eye and crops it solely. No more features are added 
because it solely focuses on iris properties throughout 
CNN training. This made the training and assessment 
outcomes 99.7% correct for every class. Table 5 
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compares several gaze-tracking systems' accuracy. We 
found that the Mesh of Interpolated Points method 
has the highest accuracy of 92.90% in all gaze 
directions. The center and left locations had 99.5% 
accuracy, followed by the right stare at 97.85%, the 
top gaze at 95.50%, and the down glance at 95.8%. 
This shows that it can handle high mobility with some 
inaccuracy. 
CNN Haar also performed well, obtaining 93.05% 
accuracy and retaining accuracy throughout gaze 
directions. It achieved 95.95% center gaze accuracy, 
93.80% right gaze accuracy, and above 90% gaze 
direction accuracy from other orientations, 
demonstrating robust tracking capabilities. Mesh of 

Split, with a total accuracy of 90.6%, performed 
somewhat worse but still competitively in the center 
(95.92%) and correct direction (93.77%). CNN of 
Mesh had the lowest accuracy (88.8%), with most 
problems in the left (85.0%) and down (78.56%) gaze 
directions. Even while it scored well in center 
identification (95.7%), its lower accuracy in other 
directions implies it has mobility management 
limitations. Mesh of Interpolated Points outperforms 
CNN-based eye gaze tracking techniques in wide 
mobility circumstances. CNN-based systems, like 
CNN of Mesh, lose accuracy with larger gaze shifts. 
Even though CNN of Haar is a strong alternative.  

 
Table 5: Results of the Accuracy Experiments (Wide Mobility Range) 

Proposed 
Methods 

No. of 
Individual 

Accuracy (%) Total 
Accuracy % Right (0) Center (1) Left (2) Top (3) Down (4) 

CNN of Haar 15 93.80 95.95 92.05 90.52 92.0 93.05 
CNN of Mesh 15 84.8 95.7 85.0 87.9 78.56 88.8 
Mesh of inter. P. 15 97.85 99.5 99.5 95.50 95.8 92.90 
Mesh of split 15 93.77 95.92 91.09 90.48 93.5 90.6 

Accuracy, mean absolute error [MAE], model size, and 
reaction time all affect the offered approaches' results. 
The findings reveal in Table 4 that the CNN method 
outperforms the engineering method. Table 6 
compares widely developed eye-tracking methods. 
Performance factors including accuracy, mean 
absolute error, response time, and load time are 
analyzed. Haar's CNN had the highest accuracy, 
93.05% for broad mobility and 94.55% for confined 
mobility. Other approaches were less accurate. It also 
has a low MAE of 0.075 and 0.078, indicating few 
gaze detection errors. CNN of Mesh performed 
somewhat worse in the wide range (88.8% ACC) but 
considerably better in the restricted range (94.40% 
ACC) with a much lower mean absolute error (0.018 
for wide and 0.031 for constrained mobility). The 
Mesh of Interpolated Points technique performed 
well, with 92.90% accuracy in broad mobility and 
90.90% in confined mobility. However, this strategy 
had greater MAE values than CNN-based techniques 
(0.035 for wide mobility and 0.057 for limited 
mobility), suggesting gaze estimation mistakes. Like 
the preceding technique, the Mesh of Split method 
showed good accuracy (90.6% for broad mobility and 

88.9% for limited mobility), but it had higher MAE 
values (0.045 and 0.197), indicating more prediction 
errors.  
CNN of Mesh had the fastest real-time reaction time, 
one second, but the longest load time, twelve seconds. 
It was less efficient for fast-initialization applications. 
However, CNN of Haar balanced reaction time (1.5 
seconds) and load time (4 seconds) for an efficient and 
stable approach. Mesh-based techniques yielded 
different results: Although the Mesh of Interpolated 
Points had a lengthy reaction time of three seconds, 
its load time was small at 5 S. Mesh of Split had a 
response time of 2 S but required 10 seconds to start, 
making it slower to load than similar applications. For 
real-time processing, CNN of Haar is the best option 
due to its high accuracy, low MAE, and good 
response/load times. CNN of Mesh has the lowest 
mean absolute error; however, its high load time may 
limit its use in dynamic situations. Mesh of 
Interpolated Points offers equivalent accuracy but 
slower reaction times, making it unsuitable for real-
time processing. Mesh of Split has a higher mean 
absolute error than other alternatives, hence it may 
not be suited for precise applications.  
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Table 6: Measures of The Evaluation (The Proposed Methods) 
Proposed Methods Mobility Range No. of Individual ACC MAE Response Real-Time Load Time 

CNN of Haar 
Wide 15 93.05 0.075 1.5 S 4 S 
Limit 15 94.55 0.078  1.5 S  4 S 

CNN of Mesh 
Wide 15 88.8 0.018 1 S 12 S 
Limit 15 94.40 0.031 1 S 12 S 

Mesh of inter. P. 
Wide 15 92.90 0.035 3 S 5 S 
Limit 15 90.90 0.057 3 S 5 S 

Mesh of split 
Wide 15 90.6 0.045 2 S 10 S 
Limit 15 88.9 0.197 2 S 10 S 

CNN is the direct technique since it employs one 
function, while engineering requires numerous. 
Neural networks determine whether the human eye 
looks up, forward, or down, making the engineering 
technique more accurate than CNN. This is done by 
measuring the upper eyelid and iris movement. 
Additionally, CNN of Mesh is the fastest and most 
accurate method. The best approach (CNN of Mesh) 
takes longer to load than other methods, depending 
on software size. Its real-time reaction time is shortest. 
This is important because faster reaction times make 
software more user-friendly. Because of this, CNN-
based methods perform better in the narrow mobility 
range and geometric methods in the vast mobility 
range. People must keep their heads still and stay 50 
cm from the screen. This is because the camera cannot 
capture clearer photos from further away. We also 
advised improving camera lighting to improve real-
time performance. The table shows that accuracy 
increased without affecting reaction time. When 
implemented in real time, response time is a key 
system performance indicator. Despite eye trackers, 
appearance-based gaze judgment is inaccurate. Due to 
this unpredictability, camera-based gaze detection 
algorithms struggle to attain high accuracy [69]. These 
include lighting, ocular image, and head position 
changes. All experimenters used intense continuous 
illumination and maintained a steady head position. 
In terms of adjustable aspects (equipment, accuracy, 
technique, dataset, and function), the focus on 
appearance-based approaches suggests a shift away 
from eye-tracking technology in research.  
The first accuracy experiment assessed eye-tracking 
models to determine gaze direction with minimal 
head movement in a limited mobility range. CNN of 
Haar, CNN of Mesh, Mesh of inter-pupil (inter. P.), 

and Mesh of split were compared based on their 
performance across many gaze positions. CNN of 
Haar functioned best when the gaze was oriented 
toward the center (98.32%) and poorly when directed 
toward the right (95.10%) or left (86.88%). CNN of 
Mesh outperformed other methods with 94.40% 
accuracy and 99.5% accuracy at the distribution 
center. This suggests that mesh-based detection 
convolutional neural networks perform well for static 
head shape gaze estimation. The mesh of inter-pupil 
performed well in the middle but lowered rightward 
and leftward gaze detection accuracy. The mesh has 
90.90% accuracy, somewhat lower than CNN-based 
techniques. The split mesh was the least accurate at 
88.9%. It was likely challenging to correctly identify 
ocular features under different lighting conditions. 
These results are far better than previous webcam-
based eye tracking research. Previous studies using 
infrared sensors [66] and wearable eye trackers [10] 
only achieved 80% accuracy, far lower than the least 
effective method (Mesh of split, 88.9%). This supports 
the use of deep learning methods like CNNs with 
Haar and Mesh detection in low-mobility situations.  
Performance was assessed throughout a wide mobility 
range, with gaze positions including right, center, left, 
top, and down. Haar's CNN had the best overall 
accuracy (93.05%) and was consistent across all 
directions, proving its resilience in all head angles. 
The inter-pupil mesh detected center and leftward 
gaze with 99.5% accuracy. However, its rightward and 
downward look detection was far less impressive. This 
suggests that this strategy is accurate from a controlled 
frontal perspective but challenging from extreme 
angles. The CNN of Mesh performed worse 
throughout a wide range (88.8%) than in the narrow 
range (94.40%), perhaps because to head movement-
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induced ocular distortions. Split-mesh performed 
worst (90.6%), supporting the trend that CNN-based 
models outperform split-mesh models. The CNN-
based methods outperformed the webcam-based 
methods in previous research. In 2022, webcam-based 
research [67] had an accuracy of 84%, but our poorest 
technique had 88.8%. Only a camera-based CNN and 
ESR model proved competitive in prior study [15]. 
This model has 94.39% accuracy, matching CNN of 
Haar and CNN of Mesh. The new study offers several 
advantages, including real-time responsiveness and 
lower computer demands.  
Real-time performance measurements reveal speed, 
accuracy, and computational burden trade-offs. CNN 
of Haar had a 1.5-second real-time reaction with a 
mean absolute error of 0.075 under limited and wide 
mobility settings. This precision was obtained with 
little error. Based on this, it looks to be suitable for 
fast, precise real-time applications. CNN of Mesh had 
the fastest reaction time, one second, but a twelve-
second load time. CNN of Mesh looks to be incredibly 
efficient, but it demands a lot of processing power, 
making it suited for advanced hardware 
configurations. The mesh of inter-pupil required 
three seconds for real-time processing, making it less 
suitable for fast applications but still accurate. Split 
mesh had the slowest reaction time, two seconds, and 
the biggest mean absolute error, 0.197, indicating 
unreliability.  
Research is focused on accuracy, while real-time 
processing efficiency is often disregarded. Early Tobii 
EyeX studies [23] used expensive eye-tracking 
equipment with reaction times of up to five seconds, 
making them unsuitable for real-world applications. 
Meanwhile, CNN-based models promise great 
accuracy and real-time application. They might 
replace expensive commercial eye-tracking technology 
because of this feature. Previous research has used 
webcams, infrared sensors, and Tobii eye trackers. A 
2020 study using the Tobii eye tracker [10] and a 2021 
study using infrared sensors and a wearable eye tracker 
[15] both reported 80% accuracy. However, webcam-
based techniques have better accuracy, with 2021 [65] 
obtaining 94.39% accuracy and 2022 [66] achieving 
84% accuracy. However, a CNN-based mesh approach 
improved accuracy to 98.77% in this study. This 
shows how advanced deep learning and dataset 
improvements enhance eye-tracking accuracy. 

Appearance-based models dominated previous 
research. These algorithms use eye visual properties to 
predict glance direction. Both the Tobii-based study 
[10] and the infrared sensor trial [15] used solely this 
technology, resulting in low accuracy. In webcam-
based study [65] and [68], appearance-based methods 
were used, and the accuracy reached 94.39% in some 
cases.  
The proposed research uses CNN of Mesh 
architecture, MediaPipe, and a locally curated dataset 
for model- and appearance-based techniques. This 
hybrid method enhances accuracy by using structural 
eye models, making predictions more resistant to 
light, head movement, and eye shape variation. This 
study uses a real-time tracking and deep learning-
refined dataset. This enhancement allows for a more 
complete and generally applicable eye-tracking model. 
Each study used CNN-based methods, with some 
using ESR for feature extraction. Due to its efficiency, 
the CNN-based mesh approach utilized in the 
recommended research maps eye movements more 
accurately. This work optimizes a local dataset with 
MediaPipe for real-world and user context flexibility. 
This contrasts with previous research that used large 
datasets like 289,222 photographs [10] and 7094 eye 
scans [65].  
 
5. CONCLUSION 
This study produced affordable real-time gaze-tracking 
software for desktop and laptop computers. No 
further equipment is needed for this program. Using 
unmodified personal computer cameras, the cutting-
edge CNN network Di-eyeNET was used with the 
MediaPipe library of Face Mesh. Unadjusted webcam 
photos are low-quality and light-sensitive. This made 
attaining great results in real time difficult. In 
contrast, our research shows that well-organized 
parameters and a CNN network may produce valuable 
real-world results. Our research used the proposed 
model (Di-eyeNET) to determine the direction of gaze 
on a computer screen using neural networks, and it 
was successful. However, engineering solutions work 
better when gaze direction is necessary within a large 
mobility range. Compared to previous methods, the 
proposed technique worked. It is accurate and user-
friendly since it does not involve intrusions and is 
based on looks.  
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Successfully gathered findings show significant 
advancement in precision, real-time responsiveness, 
and computer efficiency. These improvements make 
CNN-based eye-tracking a viable alternative to 
conventional methods, which need expensive and 
specialized gear like infrared sensors and wearable eye 
trackers. One of the most notable discoveries of this 
research was that CNN of Haar and CNN of Mesh 
models consistently showed over 94% accuracy 
throughout mobility ranges. The precision of these 
models is a key discovery. CNN-based approaches 
appear to be able to detect eye movements robustly 
across a number of gaze positions, including center, 
left, right, top, and down, without losing accuracy. 
CNN models have proven dependable in assistive 
technology, human-computer interaction, and 
medical diagnostics, where precise gaze tracking is 
essential. CNN models are reliable due to their great 
accuracy.  
Another finding of the study is the need for real-time 
processing in eye-tracking devices. The CNN of Haar 
and CNN of Mesh techniques have reaction times of 
one to one and a half seconds, making them ideal for 
dynamic applications that need fast input. Virtual 
reality, gaming, and disability aids benefit from this 
real-time capability. In many situations, even small 
reaction time delays might damage user experience 
and tool usability. The study shows that MediaPipe-
based local datasets work. These datasets improve 
model flexibility and durability. Hybrid model-based 
and appearance-based monitoring offers improved 
versatility in many scenarios. It ensures perfect 
tracking independent of brightness, facial variances, 
or tiny head motions. CNN-based tracking is useful in 
uncontrolled situations because to its adaptability. 
Due to extrinsic variables, traditional eye-tracking 
devices often fail in these situations.  
Another crucial lesson from this research is the 
accuracy-computing burden trade-off. CNN of Haar 
and CNN of Mesh both had high accuracy, but CNN 
of Mesh had a twelve-second load time. This signals 
stricter computing needs. This suggests that CNN-
based models may be less efficient for real-time 
deployment on lower-end hardware, even if they 
perform better. Future advances in hardware 
acceleration and software optimization may help 
overcome this barrier, making these models more 
accessible. The study also shows that mesh-based 

methods like mesh of inter-pupil and mesh of split are 
effective but not as accurate or fast as CNN-based 
methods. This is the study result. These methods are 
less suitable for high-speed, precise applications due to 
their lower accuracy and longer processing times. 
They may be beneficial for examining eye movements 
offline for research, when processing efficiency is not 
a priority.  
This work might build cost-effective and efficient eye-
tracking technology, which is one of its biggest 
contributions. Business eye-tracking systems that 
employ infrared sensors or particular hardware are 
costly, limiting their price and accessibility. The 
researchers found that CNN models based on 
webcams may give equal accuracy and real-time 
monitoring without specific equipment. This 
discovery enables the widespread use of low-cost eye-
tracking sensors in education, healthcare, and 
consumer technology. This research lays the 
framework for deep learning-based gaze estimation 
advancements. CNN-based models performed well in 
this study, thus future network topologies and dataset 
variety may improve accuracy and robustness. By using 
bigger and more diverse datasets, future research can 
ensure CNN models generalize across demographic 
groupings, eye shapes, and lighting conditions. 
Attention processing and reinforcement learning may 
also enhance gaze tracking, allowing for more precise 
glance direction prediction.  
CNN-based models could be used in neurological and 
psychological research, where eye-tracking is crucial to 
understanding cognitive processes and diagnosing 
autism, ADHD, and neurodegenerative diseases. In 
such applications, the ability to precisely identify 
minute eye movement patterns may provide valuable 
insights on brain function and activity. Eye-tracking in 
accessibility solutions will benefit greatly from these 
discoveries. CNN-based models may improve 
communication and assistive equipment control for 
people with physical disabilities who use eye-tracking. 
These technology advances may increase tracking 
reliability, improving motor impaired people's quality 
of life and independence.  
Driver monitoring systems are another promising 
automobile safety use. In view of the increased interest 
in driver distractions and exhaustion, accurate and 
real-time eye-tracking might avoid road accidents. 
CNN-based in-car safety systems might alert drivers to 
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fatigue and distraction, improving road safety. Since 
CNNs can accurately and quickly determine gaze 
direction, this is achievable. However, this study's 
amazing accomplishment is not without challenges. 
Maintaining consistent performance in very dynamic 
environments where excessive head motions, 
occlusions (such as glasses or reflections), and fast gaze 
shifts may affect accuracy is a major challenge. 
Increased variance resilience should be the focus of 
future research. Multi-frame analysis, enhanced 
preprocessing, and hybrid sensor integration may 
achieve this. CNN of Mesh has a longer load time 
since it depends on processing power. Despite 
modern GPUs being able to handle deep learning-
based eye-tracking, optimizing models for low-power 
devices like mobile phones, tablets, and embedded 
systems remains tough. Future research should focus 
on lightweight model designs and hardware 
optimization to make CNN-based eye tracking more 
accessible across computers and platforms.  
 
6. RECOMMENDATION 
Future studies should follow these suggestions:  
1. Optimizing CNN-based eye-tracking models for low-
power devices. Such gadgets include smartphones, 
tablets, and embedded systems. Future study should 
focus on this. Model pruning, quantization, and 
hardware acceleration can reduce computational 
labor without compromising accuracy.  
2. Eye-tracking systems require extensive improvement 
to adapt various lighting conditions, head 
movements, occlusions (glasses, reflections), and eye 
shapes. Multi-frame analysis, attention techniques, 
and adaptive preprocessing improve real-world 
tracking performance.  
3. To train CNN models, expand the dataset to 
include diverse demographics, such as age groups, 
nationalities, and medical conditions. Thus, model 
generalization will increase and the system's 
performance will satisfy a wide variety of users.  
4. Combining CNN-based eye tracking with other 
modalities like infrared sensors, accelerometers, or 
depth cameras may improve accuracy and resilience in 
challenging settings. Hybrid sensors can reduce 
occlusion and fast motion issues.  
5. Refine and test CNN-based models to build assistive 
technology applications, especially for persons with 
mobility or communication challenges. Eye-tracking 

technologies in speech-generating devices, smart 
home controls, and accessibility aids can increase user 
flexibility.  
6. Real-time deployment of eye-tracking models in 
driver monitoring systems for accident prevention, 
fatigue detection, and medical diagnostics is vital. 
Future research should focus on effective 
implementation. Continuous eye movement tracking 
may indicate cognitive deterioration, neurological 
illnesses, and mental fatigue. This might benefit 
healthcare and road safety. 
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