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Abstract
Social Networking Sites (SNS) are being used for online communication more
frequently for many years. People and groups openly discuss their opinions and
share their experiences, feelings, and thoughts including their mental health. One
of the most discussed and predominant mental health disorders today is
Depression. Depression has become the leading cause of disability and premature
mortality somewhat due to a lack of effective methods for early detection.
However, the diagnosis rate of mental illness including depression has been
improved in the last few years but still many cases remain undetected. Significant
work can be done in academic research by getting text data from posts and
comments of people on social networking sites. SNS can potentially provide
inexpensive early detection of individuals who might require a specialist’s
evaluation, based on their naturally occurring linguistic behavior. Symptoms
regarding mental illnesses more specifically Major Depressive Disorder are
observable on Social Network Sites and web forums. Automated methods are
increasingly able to detect depression and other mental illnesses. Depressed users
have been identified from normal users by patterns in their language and online
activity. Many approaches of text analysis have been employed to identify and
predict depressed users through such websites. In this paper, a systematic review of
the literature to predict Major Depressive Disorder (MDD) has been conducted.
Large-scale monitoring of social media and automated detection methods could
identify depressed or otherwise at-risk individuals, which may help to increase the
well-being of an identity and complement existing screening procedures.
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INTRODUCTION
One of the defining phenomena of the present times,
reshaping the world, is the worldwide use of social
media, which comes in many forms, including blogs,
forums, business networks, photo-sharing platforms,
social gaming, microblogs, chat apps, and finally
social networks. All around the world, people are
getting connected through SNS to share their

interests, information, and experiences. There will be
around 3.02 billion monthly active social media
users by 2021 [1]. One significant and increasing
trend in the use of social media platforms is that
people are getting open to discuss their issues
including the discussion related to their health
problems.
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According to Hussain et al. [2], over the web,
communication between parties is facilitated via
Social media for sharing information, ideas, and
career interests. Similarly, Hussain et al. thoroughly
investigated that various diseases including stress,
anxiety, diabetes, arthritis and cancer, Major
Depressive Disorder (MDD) can also be identified
among populations via their behavioral attributes in
the content posted over SNS.
The most commonly used SNS are Twitter,
Facebook, and Instagram. Status identification of
depressed people has become easier by observing the
posts, text content, status updates, photo sharing,
user’s social engagement, and other related activities
[3]. Data collected by social media profiles is proved
to be the most commonly used approach to predict
the mental state of users. This data could be used to
correlate social media usage and behavioral patterns
with depression, stress, anxiety, and other mental
illnesses. Various studies have been conducted in
this regard, majorly focusing on depression
identification. Even though many cases of depression
are still underdiagnosed, with roughly half the cases
detected by primary care physicians, and only 13–
49% receiving minimally adequate treatment [4].
Various methods have been used to identify mentally
sick people such as self-disclosure, online
membership forums, questionnaires, and surveys.
Through their online activity and language patterns,
they can be easily distinguished from healthy people
[5]. However, according to Wegrzyn-Wolska et al. [6],
there exist challenges for social network use and text
mining in e-health care applications and medicine.
But in the meanwhile, if early detection methods
could be devised then specific individuals could be
directed for in-depth assessment and could be
targeted for further support and treatment.
Besides the selection of features, machine learning
techniques, classification techniques, natural
language processing, and data analysis approaches are
used to serve this purpose. Studies to date have
either examined how the use of SNS correlates with
Major Depressive Disorder in users [7] or attempted
to detect depression through analysis of the content
created by users. This review focuses on the latter:
studies aimed at predicting depression using SNS.
Research in this field was started in 2012. The earlier
studies of similar nature focused on measuring the

behavioral attributes relating to social activity,
emotion, language and linguistic styles, ego network,
and mentions of antidepressant medications. Initially,
researchers used these cues to perform sentiment
analysis on the language used by people suffering
from depression and to build statistical classifiers
that provide estimates of the risk of depression,
before the reported onset. The research further
progressed to develop probabilistic models trained
on a corpus that is generated from social media posts
to determine if these posts could indicate depression.
Over the past, one and half year’s research interests
shifted towards building machine learning models
based on messages on a social platform for the early
detection of depression. Most recently deep learning
models are being constructed to generate predictive
systems for depression.
It is no doubt just a beginning phase to examine the
ways SNS can help us to detect depression, but it is
interesting to think that in the future, our SNS use
would be an early detection tool for all kinds of
mental illness.

II. METHODOLOGY FOR REVIEW
All the English language publications between
January 2011 and October 2020 relevant to the
detection of Major Depressive Disorder were
extracted and reviewed. Research papers were
searched by giving regular expressions like
“depression identification through social media posts”
and “tweets analysis for depression identification”. In
total one hundred studies were reviewed. After the
research analysis of all these studies, it was evident
(as mentioned in the introduction) that different
linguistic and computational techniques were used
by researchers to identify depression indicative text.
Similarly, different features and demographics were
used to highlight the behaviors and online activities
of depressed users. In the same way, data was
collected from different platforms like Twitter,
Facebook, Reddit forums, etc. So, keeping in view
the diversity presented in research instruments,
methods, and algorithms, we compared the studies
according to different perspectives such that eleven
studies have been compared based on techniques of
Sentiment Analysis, Expressions, and Emotions. Six
studies have been analyzed for the perspective of
annotation guidelines that different research studies
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proposed for generating a tagged dataset of
depression. A significant amount of work has been
done by employing statistical analysis, machine
learning, and deep learning techniques. A review of
fourteen studies including the techniques employed,
results, and strengths is presented. A detailed
summary of features and demographics used by
various research studies is also demonstrated. Ten
most related research studies are summarized based
on features and demographics. Lastly, there is a
detailed discussion related to nine studies focusing
on platforms used for data collection. After
reviewing the literature, a comprehensive list of
limitations and potential for future research are
given.

III. RELATEDWORK
Numerous existing approaches exist to symbolize text
in social media such as Natural Language Processing,
Sentiment Analysis/Opinion Mining, Text Analytics,
and Machine learning. In this context, the current
review has been done based on the perspectives
including how the data was collected, what tools and
techniques have been used for depression
identification, what kind of data (labeled or
unlabeled) has been used, and through which
approach the psychological perspectives have been
considered. Besides, based on language features,
behavioral factors, and results have also been
analyzed and interpreted.

A. STUDIES CONDUCTEDWITH THE
PERSPECTIVE OF SENTIMENT
ANALYSIS/EXPRESSIONS/EMOTIONS
Using sentiment analysis Park et al. [8] proved that
depressed people showed more negative sentiments
than normal people. Similarly, based on the
Diagnostic and Statistical Manual of Mental
Disorders (Fourth Edition) criteria for MDD,
Moreno and colleagues identified depression in the
language used in the Facebook posts of college
students. Also, sentiments expressed in status
updates and emotions expressed in status were
examined by Settanni and Marengo [9] and they
generated automated words using the Italian version
of LIWC.
In his research, Newman et al. [10] referred to a fact
that has been proved by various psychologists that

depressed users used more negative words and less
positive emotions. Polarity can be checked based on
three measures (i.e. microblog content, user
behaviors, and interactions with others). Yang et al.
[11] considered ten features of depressed persons
described by psychological researchers. Each feature
was analyzed via a regression analysis technique with
Binary logistic. The most powerful features in
identifying depressed users were a time of being
forwarded and time of mentioning others. For
measuring facial expressions, manual FACS coding,
pitch extraction, and active appearance modeling
were used. Results to identify depressed and non-
depressed were consistent with DSM-IV criteria.
These findings suggest that the sentiments of the
users can be analyzed using facial and vocal
expressions analysis and there is a difference between
the words or language used by depressed users as
compared to the non-depressed users.
Park et al. [12] described depressive moods of users
from the language used and real-time moods
captured in Twitter. The aim was to create two
groups to perform cross-sectional analysis and to
compare the language of depressed users with non-
depressed users. The authors have determined
research feasibility by conducting pilot tests.
Annotators labeled tweets manually. The tweets were
collected using Twitter APIs and filtered manually by
making sure that tweets were not written by the
social worker who talked about depression. The
authors have used the Center for Epidemiological
Studies Depression (CES-D) and demographics as
features and LIWC (Linguistic Inquiry and Word
Count) as a sentiment tool. The results indicated
that there is a correlation between the depressive
state of a user and the tweet sentiment of that user.
The depressed users have used negative emotions
more than the non-depressed users but they have the
same usage ratio of positive words.
In the year 2013, sentiment analysis was further used
for depression detection using a micro-blog online
network. Wang [13] used the Chinese Social network
Sina Microblog to identify depressed people. The
author applied subject-dependent sentiment analysis
along with vocabulary and man-made rules to
calculate the depression inclination of each micro-
blog. Secondly, a depression detection model was
constructed based on ten features of depression
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derived from psychological research. Some of the
psychologists were involved in this study to verify the
depression-related features. For the predictive
analysis and to verify the model, they have used three
kinds of classifiers titled Bayes, Trees, and Rules,
whose precisions are all-around 80%. As per the
model, the developed application was able to detect
depression to monitor mental health online. In the
meanwhile, it was detected that one of the features
ignored the most while identifying depression is user
interaction which was given minimal attention as
relationships between depressed people are difficult
to analyze. But for a deeper understanding influence
of ties between the users could be studied further.
De Choudhury [14] researched depression detection
and predict postpartum in terms of postpartum
changes like effect, language and behavior. Again,
they used statistical models to predict whether the
mother has PPD or not. Logistic regression model
(demographics model), stepwise regression models,
and various other models were developed for both
aspects that whether a mother is suffering from PPD
and detection of postnatal time horizon based on
Facebook activity. Online surveys and interviews
were conducted among new mothers (who use
Facebook) to share their post-natal experiences. The
survey-driven and self-reported data, based on the
behavioral activities, linguistic and emotional
expressions, indicated differences between mothers
with PPD and without PPD. The results indicate that
experience of PPD can be best predicted by increased
social isolation; due to the stigma associated with
mental illness. The less effective predictors were
emotional measures.
The participants of the CLPsych 2015 worked to see
if PTSD and depression could be predicted by using
the data of self-declared patients on Twitter. To
figure out words that are most closely associated with
PTSD and depression, topic models of language were
built by the participants e.g. anxiety topic models
have words like stress, feel, worry, hard, time, etc [15].
Sequences of characters were considered as features.
A relative count of n-grams was built by applying a
rule-based approach. The latter resulted in the
highest prediction performance. It was concluded
from all the approaches that PTSD and depression
(either condition) were hard to detect due to the
overlapping of language words.

According to Tandoc et al. [16], symptoms of
depressed user’s diagnostics and Major depressive
episodes (MDE) are concluded by Facebook through
disclosures of feelings via ‘Status Update’ features
available on Facebook. Ensemble learning
techniques are used to classify depression among
non-depressed individuals. The study was about to
analyze the depression associated with Facebook envy
among college students. This was done through
sentiment analysis; the Facebook status updates were
analyzed, depression scale was used to identify
depression among them and later to identify whether
this depression is due to Facebook envy or not. The
results simply indicated that Facebook envy is
associated with depression among college students.
Chen [17] incorporated measures of basic eight
Ekman’s emotions (Anger, Disgust, Fear, Happiness,
Sadness and Surprise, shame) as features from
Twitter posts. We first extracted emotions with their
expression intensities as strength scores to create
emotion features. A time-series analysis was applied
to the emotion strength scores over time and
produced a selection of descriptive statistics as
temporal features. They showed that emotions
expressed in tweets possessed predictive power to
indicate the depressive state of a user. The
measurements of changes in an individual’s
emotions over time demonstrated the effectiveness of
emotions as features and improve the performance
of the proposed model. After learning the traces and
patterns of depressed users from these features, the
trained classifiers can be easily applied for detecting
Twitter users with depression who did not post
about their conditions and users who are at risk of
depression.
Resnik [18] worked on topic modeling to see how
depressed and non-depressed individuals use
language differently. They further explored the use of
supervised topic models in the analysis of linguistic
signals for detecting depression, providing promising
results using several models. Qualitative examples
have confirmed that LDA, and now additional LDA-
like models, can uncover meaningful and potentially
useful latent structures.
Depressive disorders may happen in combinations
with stress and anxiety. This co-occurring relation
was a focus of Budhaditya Saha [19] who focused to
classify online communities based on co-occurrence.
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A joint modeling framework was constructed by
using psycholinguistics features and topics present in
the language. A few good examples were found
indicating the significance of language features in
predicting co-occurring communities interested in
depression. Their empirically validated model
outperforms the state-of-the-art approaches on the
crawled dataset.
Vanhalst et al. [20] determined the sentiments of
patients through their facial expressions and
identified whether they are associated with loneliness
or not. For facial expression recognition, moods such
as sad, happy, fear, etc. were also considered. All the
participants were from the low-income community
and results shown significant associations between
loneliness and depression more in women than men.
Investigating online communities for mental health
conditions, Dao [21] identified latent Meta groups
for depression and autism using various features
from blog posts. The researcher has used the HDP

algorithm to conclude latent topics from the corpus,
which was constructed by gathering information
related to mood, affective words, language styles, and
generic words in the posts of community members.
To discover Meta communities, they applied a
nonparametric clustering algorithm. Moreover, while
clustered into the same Meta community, shared and
common sentiment between depression and autism-
related were also analyzed. In their use of latent
topics, the separation between groups is illustrated
while visualizing discovered online Meta
communities. The findings indicated that the
sentiment-bearing difference in mental health
communities, signifying a possible direction to
structure interventions so that support and help can
be provided in mental healthcare for vulnerable
online communities.
For the summary of the research analysis of all these
papers, see table 1.

Table 1 Summary Of Studies Presented In Section Of Sentiment Analysis/Expressions/Emotions
Author Platform/

Size of
Dataset

Researc
h

Domai
n

Approach to
get Features

Features Algorithms Annotat
ion

Performa
nce
Measure

Park et
al.
(2012)

Twitter/1
018 tweets
from 69
participant
s

Semant
ic
Analysi
s

No LIWC as a
semantic
tool

CESD
and
demograp
hics
(gender,
age,
occupatio
n,
education
)

Regression
analysis,
content
analysis

Manual
annotati
on

P-score

Wang
et al.
(2013)

Sina
Microblog
/ 180
users

Subject
depend
ent
semant
ic
analysis

Yes sentiment
analysis
utilizing
vocabulary
and man-
made rules

Microblog
Content:
1st person
singular,
+ve and -
ve
emoticons
Interactio
ns:
Mentioni
ng, being
forwarded

Bayes, Tree,
and Rules

Manual
annotati
on

ROC, F
measure,
MAE,
precisions
of all of
them >
80%
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Author Platform/
Size of
Dataset

Researc
h

Domai
n

Approach to
get Features

Features Algorithms Annotat
ion

Performa
nce
Measure

, being
comment
ed
Behaviors:
posting
time

De
Choud
hury
(2014)

Facebook/
600k
postings of
165
mothers

Statisti
cal
Analysi
s

No LIWC as
semantic
tool

Postpartu
m
changes
like
affect,
language
and
behaviour
, user
activity,
social
capital

Logistic
regression
model

Not
mention
ed

Pseudo-
R2b 0.32

Tandoc
et al.
(2015)

Facebook/
736
college
students

Statisti
cal
Analysi
s

Not
mentio
ned

Not
mentioned

Facebook
use,
Envy,
gender,
age,
friends
list

Regression
analysis

Not
mention
ed

P Score, T
Score

Chen
(2018)

Twitter/
585 users
with 2000
tweets
each

Sentim
ent
analysis

Not
mentio
ned

Emotive +
LIWC

Ekman
Emotions:
Anger,
Disgust,
Fear,
shame,
Happines
s, Sadness
and
surprise

LR, SVM,
NB, DT
and RF

Not
mention
ed

Prediction
accuracy >
85%

Resnick
(2015)

Twitter /
3M tweets
from
2,000
Twitter
users

Topic
modeli
ng

Yes Unigrams,
LIWC

LDA and
sLDA
features

sLDA ,
supervised
anchor
topic
models,
supervised
nested

Manual precision
at R=0.5
to 74%
and
precision
at R=0.75
to 62%.

https://portal.issn.org/resource/ISSN/3006-7030
https://portal.issn.org/resource/ISSN/3006-7022


ISSN (E): 3006-7030 ISSN (P) : 3006-7022 Volume 3, Issue 3, 2025

https://theprj.org |Qureshi et al., 2025 | Page 540

Author Platform/
Size of
Dataset

Researc
h

Domai
n

Approach to
get Features

Features Algorithms Annotat
ion

Performa
nce
Measure

LDA model

Saha et
al.
(2016)

Live
Journal
/620 000
posts of
80000
users in
247 online
communit
ies

Sentim
ent
analysis
, topic
modeli
ng

Not
mentio
ned

LIWC, LDA
for topics

Language
and topics

STL
regression
and MTL
framework

Manual Auc,
sensitivity,
and
specificity

Dao
(2017)

Live
Journal/2
4
communit
ies with at
least 200
posts

Topic
modeli
ng,
sentim
ents
analysis

Not
mentio
ned

ANEW,
LIWC

ANEW
features,
LIWC
features,
Generic
word-
based
topic
features,
mood tags

LDA,
affinity
propagatio
n
algorithm,
Bayesian
nonparame
tric
(BNP) topic
modeling

Not
mention
ed

Not
mentione
d

B. STUDIES CONDUCTEDWITH THE
PERSPECTIVE OF DATA ANNOTATION
Annotation guidelines are required to label the data
based on defined entities to make the contextual
analysis of the sentence accordingly [22]. Few studies
have been conducted to provide annotation
guidelines for depression disorders since 2012,
before that annotation was limited to the field of
linguistics.
For performing sentiment analysis to detect mental
illness from public posts, Ji et al. [23] and Amir et al.
[24] addressed the issue of contextual analysis, which
indicated that the context of the sentence should be
known while analyzing what this sentence is about.
Based on PHQ9 symptoms, Saxena [25] provided
manual guidelines for annotating the Twitter data.
Similarly, based on DSM-IV and DSM-V, Mowery et
al. [26, 27] based on depression symptoms and

Psycho-Social stressors provided manual annotation
schemes.
Mowery et al. [28] present a new annotation scheme
representing depressive symptoms (derived from
DSM-5) and psycho-social stressors (derived from
DSM-4) associated with major depressive disorder
(derived from DSM-5 manual). With the help of
annotators, the researchers have applied the scheme
to Twitter data. They concluded that there are
considerable challenges including the selection of
target entity and attributes in attempting to reliably
annotate Twitter data for mental health symptoms.
However, with the help of domain experts, the tweets
were labeled; but this annotation scheme could be
used to generate a tagged dataset, and ML techniques
could be applied for better insights.
Cavazos-Rehg [29] coded tweets using symptoms
from the DSM-5 manual for Major Depressive
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Disorder (MDD). Supportive or helpful tweets about
depression were the most common theme (n=787,
40%), closely followed by disclosing feelings of
depression (n=625; 32%). Two-thirds of tweets
revealed one or more symptoms for the diagnosis of
MDD and/or communicated thoughts or ideas that
were consistent with struggles with depression after
accounting for tweets that mentioned depression
trivially.
Saxena [25] proposed an enhanced approach that
considers explicit as well as implicit depression-
indicative symptoms. This research aimed to examine
whether the post is depression indicative or not; that
was done by three annotators following the labeling
guidelines for assistance, using the ground truth
dataset of self-reported users. It should be noted that
the annotation scheme was developed based only on
the symptoms mentioned in the PHQ-9 scale. The
second stage was to determine the severity of
depression indicated in those specific posts; for that
purpose, PHQ-9 was used to define the symptoms
and compare them with the depression indication
mentioned in the post. The researcher has mainly
labeled the data as 0 (non-depressed) or 1 (depressed)

and measured the F-measure over the chosen
baseline.
A regression model to predict users’ degree of
depression was built by Andrew Schwartz [30] by
using their status updates and survey responses.
Moreover, it was found that the degree of
depression increases from summer to winter, results
showed consistency with the literature. Seven
depression facet items from the larger Neuroticism
item pool were used to estimate the degree of
depression. Topics, n-grams, lexica, and several
words were considered as Language features
excluding friend networks and other online
activities of users. Table 2 summarized the schemes
used for annotation in previous studies. According
to which, the authors have used different
questionnaires including DSM-IV, DSM-V, and
PHQ-9 for depression concerns i.e. to match
symptoms from these clinically approved
questionnaires. The scheme survey responses show
that the author has made a list of questions and
gave it to annotators to answer those questions
reviewing the data and label that accordingly. See
table 2.

Table 2 Summary Of Studies Presented In Section Of Dataset Annotation

Author/Year Annotation Scheme (Based on)

Mowery et al. (2015) DSM-IV and DSM-V

Saxena (2018) PHQ9 symptoms

Schwartz (2014) Survey responses

Cavazos-Rehg (2016) DSM-V

C. STUDIES CONDUCTEDWITH THE
PERSPECTIVE OF STATISTICAL ANALYSIS
AND MACHINE LEARNING TECHNIQUES
While choosing the algorithms there is a gradual
shift from qualitative analysis towards statistical
techniques like Correlation and Regression Park et al.
[31], and then finally in most recent research studies
different machine learning algorithms have been
employed for model construction [32,33]. See tab. 3
for detailed research analysis of studies with the
perspective of algorithms used.
Mourao et al. [34] differentiated depressed

individuals from healthy ones based on many brain
properties by using SVM. This pattern recognition
approach classified depressed and non-depressed
groups by taking into account brain activities and
structure. SVM can be used to diagnose neurological
and psychiatric disease, prediction for treatment
onset and response.
De Choudhury et al. [35] explored the possibilities
for weighing social media posts for a better
understanding of depression in populations. They
gathered around 69K Twitter posts from clinical
depression sufferers by using the crowdsourcing
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technique. They developed a probabilistic model
(SVM classifier) on this corpus to predict if Twitter
posts could be depression-indicative or not. The
SVM-based model includes signs of social activity,
emotion, and language demonstrated on Twitter, as
features. Based on this trained model, the authors
developed a social media depression index to
illustrate levels of depression in populations.
Coppersmith et al. [36] analyzed the language of
users in Twitter data for depression, post-traumatic
stress disorder (PTSD), seasonal affective disorder
(SAD), and bipolar disorder. They demonstrated the
effectiveness of NLP techniques is yielding insights
for specific disorders along with evidence. They
employed two Language models, 1-gram, and 5-gram
and examined sequences up-to 5 characters. Further,
they built classifiers to separate each group from the
control group. They provided some validations with
LIWC.
Tsugawa et al. [37] have demonstrated the
effectiveness of using social media platforms among
Japanese Twitter users to recognize depression. In
addition to using Twitter User’s activity history, a
web-based questionnaire was used to collect ground
truth data in predicting the existence of depression
for Twitter users. In addition to the features used by
De Choudhury et al. [35], Tsugawa et al. [37] used
bag-of-words and word frequencies to identify the
ratio of tweet topics. Even though subtle changes in
behavioral features were identified between their
research and the one done by De Choudry et al. [35]
which could be due to cultural aspects, the authors
have identified similar analytical patterns for the use
of negative words, posting frequency, re-tweet rate,
and the tweets containing URL. Feature engineering
using Twitter user activity positively contributed
towards a classification accuracy of 69%, with 0.64
precision, and 0.43 recall using support vector
machine (SVM) classifiers. Topics identified using
topic modeling also added positive contributions to
the predictive model compared to the use of the bag-
of-words model, which could result in overfitting.
Regarding the amount of Twitter data required in
identifying depression, the authors have highlighted
that at least two months of data is sufficient and data
over a longer period could lead to lower accuracy.
Coppersmith et al. [38] created a large, varied,
language-centric dataset and provided significant grist

for the field of ten mental illnesses (ADHD, Anxiety,
Bipolar, Borderline, Depression, Eating, OCD,
PTSD, Schizophrenia, and Seasonal Affective). By
identified self-declared statements from Twitter data,
they performed various statistical analyses to examine
a broad range of mental health conditions. Language
differences were explored systematically amongst
these ten diseases concerning the general population,
and to each other by using LIWC.
Even before the onset of MDD, Nadeem [39]
explored the predictive potential of social media.
Data was collected by crowdsourcing from self-
declared users. Tweets were examined by using the
bag-of-words approach and the risk of depression was
estimated via various statistical classifiers. They
addressed the issue as a text classification problem
instead of using behavioral features and achieved
81% accuracy.
Amir [40] researched to explore the extent to which
user embedding captures information relevant to
mental health analysis. The aim was to explore that
whether user embedding (words embedding to rank
the document and know the context of the sentence)
is flexible enough to discriminate between users
diagnosed with mental illness and demographically
matched controls. The authors wanted to know that
the user embedding in Twitter will help them to
develop a public health system or not. If it is
correlated with mental health, they can characterize
and classify the risk groups on social media.
Considering the modest size of the dataset, the
authors adopted the Non-Linear Subspace
Embedding approach (NLSE) that is based on small,
labeled data used for generic representations.
Various techniques are there for word embedding
learning; however, the conditional probability-based
method was used for the specific study. Besides, a
comparison of user embedding models was done; for
instance, if the user is suffering from depression, the
bag-of-words model can easily be pick-up on such
clues. To measure homophily, induced rankings were
evaluated concerning average Area Under the Curve
(AUC) and Receiver Operating Characteristic (ROC)
curves. The results imply that they carry information
about the stated condition. The findings also
indicate that users with PTSD and depression along
with demographically matched controls can indeed
capture mental health-related signals. These captured
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user embedding would allow clinical psychologists to
get the benefit of moment-by-moment quantification
using data from smartphones.
Considering the statistical techniques like regression,
random forest trees, sliding window approach, and
temporal modeling, Stepanov et al. [41] were aimed
to develop an automatic way (technique) to detect
the extent and presence of depression. The team has
taken a corpus of transcribed speeches and
audio/video recordings from the AVEC workshop
2017. Extracting features from different modalities
including audio, video, and language, PHQ-8 scores
were automatically predicted. The authors have
performed experiments on features like speech,
language, and behavior to predict depression severity.
The results achieved for behavioral characteristics
were on the lowest error, and the best was achieved
for audio features. The model gave surprising results
in the case of visual features; it failed to generalize
enough the unseen data.
Reece [42] and his team predicted the occurrence of
PTSD and depression in Twitter data. They built
computational models on considering linguistic style,
measuring effect, and context of tweets as features.
Supervised learning-based models successfully
differentiated between depressed and healthy
content, albeit in a separate population. The state-
space temporal analysis suggested that depression can
be detected from tweet data even before the onset.
Similarly, they revealed the indication of PTSD after
trauma through the state-space time series model
even before the diagnosis. This research forms the
basis of data-driven predictive techniques for early
screening and detection.
Based on the semi-supervised statistical model,
Yazdavar et al. [43] explored the clinical depression
from tweets. This research highlighted the potential
for detecting depression by analyzing Twitter data
considering PHQ-9 symptoms. The alignment of
medical findings based on PHQ-9 diagnosis was to
be evaluated with the expression and duration of
these symptoms on Twitter. The selected model
identified clinical depressive symptoms in the tweets
with an accuracy of 68%.
Benton [44] introduced the initial groundwork for
estimating suicide risk and mental health in a deep
learning framework. By modeling multiple
conditions, the system learns to make predictions

about suicide risk and mental health at a low false-
positive rate. Conditions are modeled as tasks in
multitask learning (MTL) framework, with gender
prediction as an additional auxiliary task. We
demonstrate the effectiveness of multi-task learning
by comparison to a well-tuned single-task baseline
with the same number of parameters. Our best MTL
model predicts potential suicide attempts, as well as
the presence of atypical mental health, with AUC >
0.8. We also find additional large improvements
using multi-task learning on mental health tasks with
limited training data.
By utilizing the public social media activity on
Twitter, Jamil [45] proposed an SVM-based user-level
classifier to identify users at-risk. Similarly, for tweets
containing disease symptoms, a tweet-level classifier
was implemented. Their proposed platform can be
used for raising an alarm so that help could be
provided to users at risk. It was a manual method of
tagging and perhaps community features (such as
user's location, their network) can provide further
insights.
Wang and Singh [46] worked to predict depression
using tweets and to generate a labeled dataset.
Textblob’s python package was used to label the text
with the help of a polarity score. Deep learning
models like CNN, RNN, and GRU were constructed
for prediction along with the use of logistic
regression and SVM. Dataset was collected from the
pages with expressions “depression quotes”, “damn
depression” and “depression notes”. The tweets were
labeled manually, after that a script was written in
python to calculate the polarity score and label each
tweet accordingly (0 for non-depressed and 1 for
depressed). The authors later cross-checked the
manual and automated predictions; the effect of
words-based and characters-based models learned
embedding’s and pertained embeddings were
examined qualitatively. As per the comparison
between different models, GRU captures long-term
dependencies, along with better accuracy.
Weerasinghe et al. [47] analyzed different machine
learning algorithms and various features like word
clusters, the bag-of-words, topic models, and part of
speech n-grams to predict mental illness through text
posted on Twitter. In their research, they not only
confirmed some old patterns but also identified
some new patterns in the posts of mentally sick

https://portal.issn.org/resource/ISSN/3006-7030
https://portal.issn.org/resource/ISSN/3006-7022


ISSN (E): 3006-7030 ISSN (P) : 3006-7022 Volume 3, Issue 3, 2025

https://theprj.org |Qureshi et al., 2025 | Page 544

people.
Tadesse [48] examined posts of Reddit users to
identify depression. They used NLP and Machine
learning techniques. The best single feature was
bigram with SVM that gives 80% accuracy and 0.8
F1 score. They also measured the combining effect of
LIWC + LDA + bigram and achieved 91% accuracy
and 0.93 F1 score with Multilayer Perceptron.
Trotzek [49] addressed the early detection of
depression using machine learning models based on
messages on a social platform. In particular, a
convolutional neural network based on different
word embedding was evaluated and compared to a
classification based on user-level linguistic metadata.
An ensemble of both approaches was shown to
achieve state-of-the-art results in a current early
detection task. Furthermore, the popular ERDE

score as a metric for early detection systems was
examined in detail and its drawbacks in the context
of shared tasks were illustrated. A slightly modified
metric was proposed and compared to the original
score. Finally, a new word embedding was trained on
a large corpus of the same domain as the described
task and was evaluated as well.
Zogan [50] proposed a hybrid model based on
BiGRU and CNN models. They assigned the multi-
modalities attribute which represents the user
behavior into the BiGRU and user timeline posts
into CNN to extract the semantic features. Their
hybrid model showed 85% accuracy and 0.81 F1
score. Hence, it improves classification performance
and identifies depressed users outperforming other
strong methods. See table 3.

Table 3 Summary Of Studies Presented In Section Of Dataset Annotation

Author
Platform/Data
Size

Mental Illness
Criteria

Features
(Predictors)

Model Results

De
Choudhury
(2013)

Twitter/ 476
Survey

(CESD+BDI)

LIWC,
Sentiments

Metadata, social
networks

N-grams, LIWC

PCA,SVM
w/RBF Kernel

Accuracy
0.72

Coppersmith
(2015)

Twitter/ 21866 Self-declared
Sentiments,

Metadata, user
activity

Log Linear
Classifier

Precision
Depression=.48
Bipolar =.64
PTSD=.67
SAD=.42

Tsugawa et al.
(2015)

Twitter/209 Survey (CESD)

N-grams, LIWC,
Sentiments

Topics, Metadata,
user activity

SVM Accuracy 0.69

Coppersmith
(2015)

Twitter/4026 Self-declared N-grams, LIWC not mentioned

Precision
Depression=.48
Bipolar =.63

Anxiety=.85 Eating
Dis=.76

Nadeem
(2016)

Twitter/ 2.5M
tweets from 900
Corpus from the
AVEC workshop
2017

Self-declared N-grams/gender

Decision
Trees, Linear
Support
Vector

Classifier,
Logistic

Regression,

ROC AUC score
of

0.94, a precision
score

of 0.82, and an
81%

accuracy; for naïve
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Author
Platform/Data
Size

Mental Illness
Criteria

Features
(Predictors)

Model Results

Ridge
Classifier,
Naïve Bayes

Bayes
development set

Stepanov
(2017)

Twitter/ 279951
tweets from
378 users

PHQ-8

speech, language
and visual features
extracted from
face

Regression,
random forests
trees, sliding
window

approach and
temporal
modeling

MAE 4.66
Behavioral set
MAE 4.73

Language features
MAE 5.17.

Reece et al.
(2017)

Twitter/ 10400
tweets

Survey (CESD)

LIWC,
Sentiments,
Metadata Time
series, LabMT

Random
Forest

AUC
depression=.87,
PTSD=.89

Yazdavar et al.
(2017)

Twitter/
156,612 tweets

PHQ-9
PHQ-9 symptoms
as features

LDA, K-
means, LSA,
BTM, Partially
Labeled LDA

accuracy of 68%
and precision of
72%

Jamil (2017)

Twitter/ 279951
tweets from 378
users were
obtained

from 25,362

users

Self-declared

Text driven
features: Location,
Metro regions, ID,

Tweet's ID,
Node , Name ,
Screen name ,
Description
Image, Geo

coordinates of a
user's location,
Text, URL

Media: image, clip
Message

time, Time,
Retweet count,
Favorite count,
Created at

Retrieval time of
tweet being
replied to

Favorites count

LDA, SVM
Recall 0.8750
precision 0.7778

Benton
(2017)

Twitter/ 9611
tweets

Self-declared N-grams, Gender
Neural
Network

AUC
Depression=.79
Bipolar=.75
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Author
Platform/Data
Size

Mental Illness
Criteria

Features
(Predictors)

Model Results

Depression=.76
Suicide

Attempt= .83

Wang &
Singh (2018)

Twitter/ 13385
tweets

Not mentioned Textual features

CNN, RNN
and GRU,

SVM, Logistic
Regression

Accuracy above
97%

Weerasinghe
(2019)

Twitter/ 3000
tweets from 327
users

Self-declared

bag-of-words,
word clusters, part
of speech
n-gram features,
and topic models

Linear SVM
Precision, Recall,

F1

Tadesse
(2019)

Around 2000
Reddit posts

Self-declared
bigrams
LIWC + LDA +
bigram

SVM
Multilayer
Perceptron

Accuracy=80%,
F1=.80

Accuracy=91%,
F1=.93

Zogan (2020)
Twitter posts of
1402 users

Self-declared
Multi-Modalities +
Word Embedding

Bidirectional
Gated
Recurrent
Units
(BiGRUs) and
Convolutional
Neural
Networks

Accuracy=85%,
F1=.81

Trotzek
(2020)

Reddit/ 135
users

Self-declared
Linguistic
metadata features

Neural
Network

ERDEo Scores, F1
Score, Precision,

and Recall

D. STUDIES CONDUCTEDWITH THE
PERSPECTIVE OF DEMOGRAPHICS
It has been studied that a key idea to process textual
information over SNS profiles was proposed by Hu
and Liu [51]. But the findings indicate that gap is in
the demographics factor; there is a need to identify
unique demographical factors. For instance, usage
patterns of OSNs (Online social networks) should be
considered. In this regard, various studies have been
reviewed that were conducted with the major aim of
covering and studying the demographics factors
while identifying depression using social media.
Dao, Nguyen, Phung and Venkatesh [52] analyzed
the impact of age, and social connectivity on the

online messages of members of an online depression
community by using statistical techniques and ML
methods. Feature extraction was done using LDA
(probabilistic modeling tool) while language style was
captured using LIWC. Live journal online
community was used to collect the data. Two
features were considered while selecting the post i.e.,
the writing style (language) and the topic of the post.
Using ML and statistical techniques, the posts were
discriminated against based on low vs. high valence
mood, different degrees of social connectivity, and
different age categories. Three sub-corpuses were
formed based on the features such as age, mood, and
social connectivity. These features were further
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classified for age 22-26 and less than 51; the mood
was measured using Affective Norms for English
Words and social connectivity was measured on basis
of several friends, several community memberships,
and many followers. The statistical findings indicate
that the language styles of the people with high and
low moods are different, along with that the people
with different degrees of social connectivity have
different topics. The authors concluded that people
have the potential of using social media in case of
depression screening, specifically in an online setting.
According to Benton [53], anxiety prediction was
improved on a shared dataset by considering gender
in addition to 10 comorbid conditions. Coppersmith
[38] has used psychological dictionaries Linguistic
Inquiry and Word Count [54] to characterize
differences between mental illness conditions, with
some success. Preotiuc-Pietro et al. [55] observed that
age estimation of users
successfully identified users having PTSD diagnosis,
and depression and PTSD language predictors were
largely overlapping with the language predictive of
personality. This suggests that users with a particular
personality or demographic profiles chose to share
their mental health diagnosis on Twitter, and thus
that the results of these studies (mostly, prediction
accuracies) may not generalize to other sources of
autobiographical text.
Settani et al. [56] included age and gender to extend
demographics factors and to investigate the
relationship between textual content present on SNS
and self-reported measures of emotional well-being.
Emotional text content along with positive and
negative emoticons are considered to highlight the
differences between age groups. They correlated the
emotional textual content with depression, stress,
and anxiety via statistical analysis. Participants were
then self-reported Facebook users from North Italy.
Textual data of four trimesters contained posts and
comments including emoticons. Automated textual
analyses were conducted with LIWC. In short, this
study significance and feasibility of examining
emotional well-being through studying profiles of
individuals.
Yang [57] used GIS technology to analyses spatial
patterns that automatically detected depressed users
on Twitter. DSM-IV criteria were used to detect
depressive users. They examined the risk factors at a

country level and identified the impact of education,
income, and race on the depression rate. While
performing statistical analysis and stepwise regression,
they found that the relationship between seasonality,
climate, and depression was localized and
geographically different. Many seasonal factors
(Relative humidity, temperature, sea level pressure,
precipitation, snowfall, weed speed, global solar
radiation, and length of day) contributed to the
geographic variations of depression rate. A semi-
automated three-stage framework was proposed to
analyze geographically distributed health issues.
Cavazos-Rehg [29] and his team performed
identification of depression through tweets. They
aimed to explore the common themes of depression-
related conversation on Twitter and to examine how
well do some tweets correspond with clinical
symptoms of depression. Besides, the demographic
characteristics of Twitter users such as age, gender,
race/ethnicity, marital status, income, occupation,
and location of the tweeters were also analyzed. The
aim was to identify what kinds of posts have been
posted related to depression (symptoms or
treatments); after running the analysis on data, it was
found that inferred characteristics of Tweeters vary
along with expressed feelings of depression versus the
typical Twitter user. It was found that out of 2000
tweets, 787 were supportive or helpful tweets about
depression, while 625 tweets were closely followed by
disclosing feelings of depression.
Tian [58] analyzed Sina Weibo postings to learn
themes and built a text classifier to identify the
postings indicating depression. The depressed
population was compared on demographic
characteristics, diurnal patterns, and patterns of
emoticon usage. Disclosure of depression was found
out as the most popular theme. Their findings
indicated that depressed people were more engaged
on social media and more active during sleep time,
and the usage frequency of negative emoticons was
also high.

D. STUDIES CONDUCTED WITH THE
PERSPECTIVE OF FEATURE SELECTION
Analyzing social media data to identify depressed
people various features have been considered for
tweet level and user level analysis. Behaviors of
depressed and non-depressed users are different and
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observable in terms of language usage and online
activities that they use personal pronouns and
negative words more frequently and their frequencies
of interaction with others are also low. Besides
language features, posting time, no. of posts, likes, re-
tweets, night-time activity, comments, no. of
followers and followings, and personal profile
features such as gender, and age can also be used in
describing depressed and non-depressed individuals.
Variation patterns can also be observed over multiple
days.
De Choudhury [59] used post-centric features
(emotions, time, linguistic style, n-grams) and user-
centric features such as engagement (volume, reply,
re-tweets, links) and ego-network (in-links, out-links)
to understand the depression in populations. De
Choudhury selected 49 different features of mothers’
activities including age, ethnicity, income,
occupation, linguistic style, emotion, and social
capital. On the other hand, Park et al. [31] proved an
increase in the posting frequency in depressed people
for 6 months. Shaw and colleagues also showed
similar findings that depressed people show more
frequent user engagement on Facebook. Similarly,
identity items like relationship status ‘single’ has
been more closely linked with depression and anxiety.
Although some of the specific findings are mixed
studies generally suggest that social anxiety may be
visible on SNSs through compensatory behaviors
(increases in information disclosure) or relative
inactivity or social withdrawal.
Reece [42] extracted various statistical features from

Instagram photos, using color analysis, metadata
components, and algorithmic face detection to
identify depression disorder. Phone sensor data can
be used to detect Depression. It includes GPS
sensing, proximity sensor, sleeps markers i.e.,
bedtime/ wake time, etc.), social media usage (status
updates, posts, last account activity, etc.). Schwartz et
al. [60] translated raw sensor data into knowledge
extracted features to identify stress, moods, and
behaviors. Fu et al. [61] perform feature selection
over biomarkers associated with diagnosing
depression and its treatment response. Feasibility for
various challenges of clinical development was shown
in this study by using sensor data from personal
sensing.
Mowery et al. [28] aimed to identify the role of
features; for instance, lexical features are critical for
identifying depressive symptoms. Also, to determine
top-ranked features that produced the optimal
classification performance. Two experiments were
performed by using Supervised ML classifiers on
Twitter Data Set. However, there is no consistent
count of features for predicting depressive-related
tweets. But still, identification of most discriminating
feature sets and natural language processing
classifiers for each depression symptom and
classification of rarer depressive symptoms which can
lead to the major depressive disorder should be
considered next.
For a detailed summary of the attributes/features,
see table 4.

Table 4 Summary Of The Attributes
Tweet level Attributes User-Level Attributes

Linguistic

Positive & Negative
Emotion

Posting Behavior

Social Engagement (Length
of time)

Words Tweeting time (Insomnia
index:)

Positive & Negative
Emoticons

Tweeting type

Punctuation Marks &
Associated

Tweeting linguistic style

Emotion Words Post per day
Degree Adverbs &
Associated
Five-color theme Social Social Attention (Number

of comments, re-tweets,
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Tweet level Attributes User-Level Attributes

Visual

and likes)

Saturation

Social Interaction

Post per user (volume)
Brightness Content Style (Words,

Emoticons)
Warm/Cool color Social Influence (Stressed

Neighbor
Count, Strong-tie Count,
Weak-tie
Count, Follower Count,
Fans Count)

Clear/Dull color Social Structure
Metadata average word count per

tweet

Demographic
characteristics

Age, gender,
race/ethnicity, marital
status, income, occupation,
and location of the
Tweeter

Pixel Analysis

E. STUDIES CONDUCTEDWITH THE
PERSPECTIVE OF DATA COLLECTION
SOURCES
The most common form to get data from users was
to ask them to fill the survey forms based on
psychologically approved questionnaires e.g., CES-D,
PHQ, BDI, and DSM-V manual. But on the other
hand, various approaches have also been used such
as to get data of self-declared users from depression-
related forums or search data through Twitter API or
public profiles on #depressed or #depression with
the search string “I am diagnosed with depression”.
It is worth mentioning that many studies used
publicly accessible data. Regular expressions like “I
am diagnosed with depression” were used to identify
self-declared depressed users on social media
platforms like Twitter, Live Journal, etc. Another
source is online forums and discussion groups. They
offer a space in which users can ask for advice,
receive and provide emotional support, and generally
discuss stigmatized mental health problems openly.
Leiva [62] analyzed online text messages on Reddit
and worked to detect depression before it gets severe.
He employed many machine learning techniques i.e.
logistic regression, k-nearest neighbors, random
forest, SVM, genetic algorithms, and various

sentiment analysis techniques. Tsugawa et al. [63]
gathered a Japanese sample from Twitter data and
predicted depression by using the CES-D criteria.
The most recent 6-16 weeks tweets were enough for
identifying depression.
Shen et al. [64] detected depression among the users
on large scale through harvesting social media data.
Also, the online behavior of depressed and non-
depressed users was analyzed. Comparison methods
include Naïve Bayesian, Multiple Social Networking
Learning (MSNL), and Wasserstein Dictionary
Learning (WDL). Multi-modal depressive dictionary
learning Data was collected using Twitter APIs, based
on the tweets between 2009 and 2016. Three
datasets were created i.e. depressed using the pattern
I am diagnosed with depression and non-depressed if
the users have never used the word “depress” and
third included unlabeled dataset.
Schwartz et al. [60] used a personality survey across
Facebook users’ to determine continuous depression.
This study observed depression fluctuations in
individuals over different seasons. A list of phrases,
words, topics that are more closely associated with
depression was also provided in this study. Authors
believe that the most reliable way of data gathering in
making predictive systems is based on surveys. But it
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incurred high costs thus motivated users to get
publicly accessible assessment criteria.
Bagroy [65] used Reddit forum posts and studied the
mental well-being of university students. Posts of
university subreddits were collected and estimated
distress level. Their findings suggest that the ratio of
mental health posts was high during the academic
year in universities with quarter-based schedules
rather than semester-based schedules. To find an
association between depression and social media
users, Aldarwish et al. [66] collected a dataset from
Facebook, LiveJournal, and Twitter. By using this
user-generated content their artificial intelligence-
based proposed system classifies users. For
classification, they used SVM and Naïve Bayes.
Further, they compared manual and confusion
matrix-based predictions.
A neural network-based architecture for depression
detection and self-harm risk classification was
proposed by Yates [67]. Their described Reddit Self-
reported Depression Diagnosis (RSDD) dataset

contained posts of over 9000 self-reported users.
Further, they applied the classification to identify
depressed users and the proposed model
outperforms in terms of Recall and F1. They also
applied a classification approach to the task of
estimating the self-harm risk posed by posts on the
ReachOut.com mental health support forum.
De Choudhury et al. [68] gathered data of Reddit
users who talked about concerns regarding mental
health and then moved towards suicidal ideation.
Various features were studied to predict this move:
poor linguistic style matching with the community,
expressions of hopelessness, heightened self-focus,
reduced social engagement, and anxiety,
impulsiveness, and loneliness.
Reviewing the research studies, it is evident that
various studies have been conducted from different
perspectives; the summary of all the research studies
is given in figure 1 below. It shows the timeline of
research studies from 2012 to 2018, conducted with
the previously discussed perspectives.

FIGURE 1.  Summary of previously conducted studies.
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IV. LIMITATIONS AND FUTURE
DIRECTIONS
Detection of undiagnosed cases of depression might
be the greatest potential of social media. But the
studies presented so far did not explicitly focus on
identifying people who are unaware of their
depression state. Previous research studies did not
consider peoples’ status behind the scenes e.g., their
social and cultural status or socio-economic status De
Choudhury et al. [35]. Additional sources of
behavioral data such as web surfing history,
Facebook feeds, search query logs, and
antidepressant purchases could be helpful for future
research. Similarly, the viral impact of depression
based on people’s socio graph should also be studied
to measure depression rate at the community level.
User interaction is given minimal attention as
relationships between depressed people are difficult
to analyze. But for the deeper understanding
influence of ties between the users could be studied
further [32]. Moreover, studies focusing on schemes
of annotation and guidelines were purely manual
and were not applied to a sample dataset. However,
these annotation schemes could be used to generate
a tagged dataset so that ML techniques could be
applied for better insights [26]. Only symptoms given
in PHQ-9 were considered for annotation.
Treatments, medicine names, and negative words
used by people can further be the focus of
annotation schemes [25]. The extent to which a post
content can lead to harm or suicidal intent should be
investigated [26].
Informed features should be known and studied
before conducting the research. For example,
previous diagnosed information and response time
of the participants are the most informed features to
predict depression using PHQ-8. [41]. In the future,
more multiple modalities can be combined to

improve the performance and avoid features in any
of these modalities. Datasets in most studies were
not labeled with the help of domain experts. In the
future, there is a need to cover the gaps by using
improved encoding-decoding architecture, which is
appropriate for sentiment classification. The stability
of accuracy and loss graphs could be improved with
the model’s improvement. There should be a dataset
labeled by domain experts rather than prescribing
labels of “depressed” and “non-depressed” [46].
Emoticons and newly coined words (e.g., LOL) were
ignored. A limited LIWC dictionary was used. In the
future, the dictionary should be extended. Offline
clinical studies would be incorporated with the
online data. Social relationships for sentiments
should be considered while predicting depression in
terms of change in behavioral activities [51].

V. CONCLUSION
In this paper, various studies that have been
reviewed aimed to suggest that depressive disorders
are identifiable from the data obtained through
social networking sites such as Facebook, Twitter,
and depression-related forums. Advancements in
machine learning and natural language processing
methods support the screening of social media data
at a larger scale. The analysis of previous research
studies including the comparisons of techniques,
datasets, features, a summary of results, strengths,
weaknesses obtained by various researchers available
as existing literature is also presented. No doubt
self-monitoring of individuals' mental health could
help to increase the well-being of an identity.
Several techniques such as gaming apps and
principles of applied behavior analysis could be
advantageous if introduced over smartphones or
social media profiles.
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